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UNIFORM DISTRIBUTION MODULO 1 OF THE

HARMONIC PRIME FACTOR OF AN INTEGER

Imre Kátai — Florian Luca

ABSTRACT. Define the harmonic mean prime factor of n as the harmonic

mean of the distinct prime factors of n. In this note, we show that the harmonic

mean prime factor of n is uniformly distributed modulo 1.

Communicated by Michael Drmota

1. Introduction

Let n be a positive integer. Let Ω(n) and ω(n) count the number of prime
divisors of n counted with and without multiplicity, respectively. The arithmetic
properties of various averages of the prime factors of n has been studied in
various recent papers. For example, it was shown in [1] that if one puts

pa(n) =
1

ω(n)

∑

p|n
p

for the arithmetic mean of the distinct prime factors of n, then pa(n) is uniformly
distributed modulo 1. Furthermore, it was also shown that for large x the number
of n ≤ x such that pa(n) is an integer of order of magnitude O(x/ log log x). This
was made more precise by the first author in [4], who showed that the counting
function of the above n is asymptotically equal to (c+o(1))x/ log log x as x tends
to infinity with some positive constant c which he did not compute. In [6], it was
shown that the counting function of the composite n ≤ x fulfilling the stronger
condition that pa(n) is a prime factor of n is of size x exp(−cx

√
log x log log x),

where 1/
√
2 + o(1) ≤ cx ≤ 2 + o(1) as x tends to infinity. We expect similar
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results to hold if one works with the function

pA(n) =
1

Ω(n)

∑

pa|n
pa>1

p,

although we have not seen them anywhere in the literature. In [7], it was
shown that both geometric mean prime factors pg(n) = (

∏

p|n p)
1/ω(n) and

pG(n) = n1/Ω(n) of n are uniformly distributed modulo 1. Observe that by unique
factorization these numbers are integers if and only if n is a prime power. In this
paper, we look at the functions

ph(n) =
ω(n)
∑

p|n
1
p

and pH(n) =
Ω(n)

∑

pa|n
pa>1

1
p

and show that these functions are uniformly distributed modulo 1, too. Observe
also that none of these numbers is an integer except when n is a prime power.

Throughout we write p(n) and P (n) for the smallest and largest prime fac-
tors of n. We also put φ(n) and σ(n) for the Euler function of n and sum
of divisors function of n, respectively. We use the Landau symbols O and o
and the Vinogradov symbols ≫ and ≪ with their usual meanings. We write
log x for the natural logarithm of x and for a positive integer k we let logk x
to be the recursively defined function given by log1 x = max{1, logx} and
logk x = max{1, log logk−1 x} for k > 1.

2. Main results

In this paper, we prove the following theorem.Theorem 1. Let g(n) be an additive function such that g(p) < c1/p and 0 <
g(pa) < c2 for all primes p and positive integers a with some positive constants

c1 and c2. Let

ν(n) =
ω(n)

g(n)
and ρ(n) =

ω(n+ 1)

g(n)
.

Then

(i) ν(n) is uniformly distributed modulo 1;

(ii) ρ(n) is uniformly distributed modulo 1.

The same holds when ω(n) is replaced by Ω(n).
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Our theorem applies to the functions g(n) =
∑

p|n 1/p, g(n) =
∑

pa|n
p>1

1/p,

g(n) = log(n/φ(n)) and g(n) = log(σ(n)/n), from where we deduce, in particu-
lar, the uniform distribution modulo 1 of the harmonic mean prime factors.

We close this section by describing the ideas behind the proof of Theorem 1.
In [1] and [7] the uniform distributions modulo 1 of pa(n) and pg(n) were proved
in the following way. Most integers n have a large P (n) which appears with
exponent 1 in their prime factorization. Thus, we can write n = Pm, where
P > P (m). Fix m. Then both

pa(n) =
ω(m)pa(m) + P

ω(m) + 1
and pg(n) = pg(m)ω(m)/(ω(m)+1)P 1/(ω(m)+1)

are very sensitive to variations in P since P varies in a large interval. Fixing m,
it was then argued that pa(n) and pg(n) were uniformly distributed modulo 1 via
H. Weyl’s criterion using exponential sums in [1] for the function pa(n) and in
a direct way from the definition of uniform distribution for pg(n) in [7]. In fact,
that method is strong enough to give nontrivial upper bounds on the discrepancy
of these sequences.

The current problem is different since

ph(m) =
ω(m) + 1

ω(m)/ph(m) + 1/P

is not sensitive to variations in P . In fact, the difference ph(n)−ph(m) approaches
zero as n tends to infinity in a set of asymptotic density 1, which explains why
the methods of [1] and [7] do not apply to the current problem. In fact, quite
oppositely, the value of ph(n) is controlled by the small primes in n not by the
large primes in n. So, in the next section, we shall prove that the values of ν(n)
and ρ(n) appearing in Theorem 1 are controlled by the prime factors of n less
than log2 n on a set of n of asymptotic density 1. Along the way, we are also led
naturally to consider the problem of estimating the number of n ≤ x, where x
is a large real number, which have a fixed number k of distinct prime factors
in the normal interval for the function ω(n) and which additionally are free of
small primes, which is what we do next.

3. Integers free of small primes with a fixed number of

prime factors

We let x be a large real number. We let 2 ≤ y < x be some parameter which
tends to infinity with x and which will be specified later. For a positive integer
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n we put

Ay(n) =
∏

pa‖n
p≤y

pa and By(n) =
∏

pa‖n
p>y

pa.

For a positive integer k we write

Nk(x) = #{n ≤ x : Ω(n) = k} and Πk(x) = #{n ≤ x : ω(n) = k}.
We put

Nk(x|y) = #{n ≤ x : Ω(n) = k and p(n) > y},
Πk(x|y) = #{n ≤ x : ω(n) = k and p(n) > y}.

Now let y = O(log2 x). Put Py =
∏

p≤y p. Since for any complex number z we
have

∑

n≤x
gcd(n,Py)=1

zΩ(n) =
∑

n≤x

zΩ(n)
∑

d|gcd(n,Py)

µ(d) =
∑

d|Py

µ(d)
∑

dm≤x

zΩ(dm),

we obtain, by identifying coefficients and observing that ω(d) = Ω(d) for all
d | Py since Py is square-free, the identity

Nk(x|y) =
∑

d|Py

µ(d)Nk−ω(d)(x/d). (1)

In the above formula, we understand that Ni(x) is 1 or 0 whenever i is zero
or negative, respectively. The largest value of ω(d) and d occurring in the right
hand side in formula (1) above is

π(y) ≤ 2y

log y
= O

(

log2 x

log3 x

)

and Py ≤ 4y < e2y = (log x)O(1),

respectively.

For suitable values of k, the summands Nk−ω(d)(x/d) will be estimated by
using the formula of Sathe-Selberg (see [8]), namely that

Πk(x) =
x

log x

(log2 x)
k−1

(k − 1)!

(

1 +O

(

1

log2 x

))

Nk(x) =
x

log x

(log2 x)
k−1

(k − 1)!

(

1 +O

(

1

log2 x

))

(2)

provided that 1 ≤ k ≤ (2 − δ) log2 x, where δ > 0 can be arbitrarily small but
otherwise fixed. The constants implied in the above O’s depend on δ.
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Now, let z = O(log4 x) and let k be such that |k − log2 x| < z
√

log2 x. Then
for large x the condition k < (2− δ) log2 x is satisfied with δ = 0.5. Now observe
that for d | Py, we have

log2(x/d) = log(log x− log d) = log2 x+ O

(

log d

log x

)

= log2 x+O

(

log2 x

log x

)

= log2 x+ o(1) as x → ∞,

so the condition

k − ω(d) < (2− δ) log2(x/d)

holds for all the numbers k that we are considering and for all d | Py with δ = 0.4
once x is sufficiently large. Observe that for such k and d we also have that

k − ω(d)− 1 = log2 x+O(z
√

log2 x+ π(y)) = log2 x+O

(

log2 x

log3 x

)

= (1 + o(1)) log2 x as x → ∞, (3)

so, in particular, all the numbers k − ω(d) − 1 are positive. Thus, according to
(2), we have

Nk−ω(d)(x/d) =
x

d log(x/d)

(log log(x/d))k−ω(d)−1

(k − ω(d)− 1)!

(

1 +O

(

1

log2 x

))

. (4)

Observe that

1

log(x/d)
=

1

log x

(

1 +O

(

log d

log x

))

=
1

log x

(

1 +O

(

log2 x

log x

))

, (5)

while

(log2(x/d))
k−ω(d)−1 = (log2 x)

k−ω(d)−1

(

1 +O

(

log d

log x

))O(log
2
x)

= (log2 x)
k−ω(d)−1

(

1 +O

(

(log2 x)
2

log x

))

. (6)

Thus, using the estimates (2), (4), (5) and (6) and observing that the error term
in (2) dominates the error terms in estimates (5) and (6), we get
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Nk−ω(d)(x/d) =
x

d log x

(log2 x)
k−ω(d)−1

(k − ω(d)− 1)!

(

1 +O

(

1

log2 x

))

. (7)

Now we put

Y1 =
5
√

log2 x

(log4 x)
2

and Y2 =
10 log3 x

log4 x
,

and split the set of divisors of d of Py into three subsets as follows:

D1 = {d | Py : ω(d) > Y1} ,
D2 = {d | Py : Y2 < ω(d) ≤ Y1} ,
D3 = {d | Py : ω(d) ≤ Y2} . (8)

Observe that by the multinomial formula we have

Si =
∑

d∈Di

1

d
<
∑

ℓ>Yi

1

ℓ!





∑

p≤y

1

p





ℓ

(9)

for all i = 1, 2 and 3, where we put Y3 = 0. By Mertens’ formula, we have

∑

p≤y

1

p
= log2 y +O(1),

therefore in the sum appearing in the right hand side of (9), the ratio between
the term corresponding to ℓ+ 1 and the one corresponding to ℓ is

1

ℓ+ 1

(

∑

p<y

1

p

)

≤ log4 x+O(1)

Yi
<

1

10

for large x and both i = 1 and i = 2, which shows that the first term dominates
the entire sum. Thus, using also the elementary estimate L! ≥ (L/e)L with
L = Li = ⌊Yi⌋+ 1 and i = 1 and 2, we get

Si ≪
1

Li!





∑

p≤y

1

p





Li

≤
(

e log4 x+ O(1)

Li

)Li

< exp (−0.5Yi log Yi)

for x sufficiently large and for i = 1 and 2 since for large values of x we have

e log4 x+O(1)

Li
<

1

L
1/2
i

for both i = 1, 2.
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In particular, we get

S1 ≤ exp

(

−
√

log2 x log3 x

(log4 x)
2

)

,

S2 ≤ 1

log2 x
, (10)

uniformly in our range for k. For S3, we just use the trivial estimate

S3 ≤
∑

d|Py

1

d
=
∏

p≤y

(

1 +
1

p

)

≪ log y.

Now we use the above sums to estimate Nk−ω(d)(x/d) depending on which of
the three subsets Di for i = 1, 2, 3 contains d. When d ∈ D1, we use the trivial
fact that Nk−ω(d)(x/d) ≤ x/d to get

∑

d∈D1

Nk−ω(d)(x/d) ≤ x
∑

d∈D1

1

d
= xS1 ≤ x exp

(

−
√

log2 x log3 x

log4 x

)

. (11)

We show that in our range the above right hand side is smaller than

Nk(x)/(log2 x)
2.

Indeed, observe that by the Stirling formula for approximating the factorial, the
estimates

Nk(x)

(log2 x)
2

≫ x

log x(log2 x)
5/2

ek
(

log2 x

k − 1

)k−1

=
x

(log2 x)
5/2

eO(|k−log
2
x|)
(

1 +O

( |k − log2 x|
log2 x

))O(log
2
x)

=
x

(log2 x)
5/2

eO(
√

log
2
x log

4
x) > x exp

(

−c1
√

log2 x log4 x
)

(12)

hold for large x with some appropriate positive constant c1. Comparing estimates
(11) and (12), we see that estimate

∑

d∈D1

Nk−ω(d)(x/d) = O

(

Nk(x)

(log2 x)
2

)

(13)
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holds. We now study the values d ∈ D2. Observe that for such values of d we
have

(log2 x)
k−ω(d)−1

(k − ω(d)− 1)!
=

(log2 x)
k−1

(k − 1)!
×
(

k

log2 x

)O(ω(d))

=
(log2 x)

k−1

(k − 1)!

(

1 +O

( |k − log2 x|
log2 x

))O(Y1)

=
(log2 x)

k−1

(k − 1)!
exp

(

O

(

z
√

log2 xY1

log2 x

))

=
(log2 x)

k−1

(k − 1)!
exp

(

O

(

1

(log4 x)
2

))

= (1 + o(1))
(log2 x)

k−1

(k − 1)!
as x → ∞. (14)

The above calculation together with estimate (4) shows that

Nk−ω(d)(x/d) ≪
x

d log x

(log2 x)
k−1

(k − 1)!
≪ Nk(x)

d
.

Thus, using estimate (10) we get

∑

d∈D2

Nk−ω(d)(x/d) ≪ Nk(x)
∑

d∈D2

1

d
≪ Nk(x)S2 ≪ Nk(x)

log2 x
. (15)

Now we deal with d ∈ D3. We repeat calculation (14), but for d ∈ D3 we get

(log2 x)
k−ω(d)−1

(k − ω(d)− 1)!
=

(log2 x)
k−1

(k − 1)!

(

1 +O

( |k − log2 x|
log2 x

))O(Y2)

=
(log2 x)

k−1

(k − 1)!
exp

(

O
z
√

log2 xY2

log2 x

)

=
(log2 x)

k−1

(k − 1)!

(

1 +O

(

log3 x

(log2 x)
1/2

))

,

which via estimate (10) leads to the conclusion that

Nk−ω(d)(x/d) =
Nk(x)

d

(

1 +O

(

log3 x

(log2 x)
1/2

))

for d ∈ D3. (16)
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Going back to formula (1), and using estimates (13), (15) and (16), we get that

Nk(x|y) = Nk(x)
∑

d∈D3

µ(d)

d
+O

(

Nk(x)

log2 x
+

(

∑

d∈D3

1

d

)

Nk(x) log3 x

(log2 x)
1/2

)

= Nk(x)
∑

d|Py

µ(d)

d
+O

(

Nk(x)

(

1

log2 x
+

log3 x log y

(log2 x)
1/2

+ S2 + S3

))

= Nk(x)





∏

p≤y

(

1− 1

p

)

+O

(

(log3 x)
2

(log2 x)
1/2

)



 . (17)

Observe that since
∏

p≤y

(

1− 1

p

)

≫ 1

log y
≫ 1

log3 x
,

the above estimate (17) is in fact an asymptotic.

We now turn our attention to Πk(x|y). If n is counted by Πk(x|y) but not by
Nk(x|y), then there is a prime p > y such that p2 | n and n/p2 is counted by
one of Πℓ(x/p

2) for some ℓ ∈ {k − 1, k}. In particular,

#{n ≤ x : ω(n) = k, p(n) > y and Ω(n) > k} ≤
k
∑

ℓ=k−1

∑

y<p≤√
x

Πℓ(x/p
2).

In the range p < log x, we have that the inequality ℓ < (2 − δ) log2(x/p
2) holds

for all our numbers ℓ ∈ {k − 1, k} and primes p with δ = 0.3 and the condition
y = O(log2(x/p

2)) still holds once x is large. Applying now estimate (2), we get
that

Πℓ(x/p
2) =

x

p2 log(x/p2)

(log2(x/p
2))ℓ−1

(ℓ− 1)!
.

However, log(x/p2) = log x − 2 log p = log x + O(log2 x) = (1 + o(1)) log2 x as
x → ∞, while

(log2(x/p
2))ℓ−1 = (log(log x+ O(log2 x)))

ℓ−1

=

(

log2 x+O

(

log2 x

log x

))ℓ−1

= (log2 x)
ℓ−1

(

1 +O

(

1

log x

))O(ℓ)

= (log2 x)
ℓ−1

(

1 +O

(

k

log x

))

= (1 + o(1))(log2 x)
ℓ−1 as x → ∞.
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Thus,

Πℓ(x/p
2) ≪ x

p2 log x

(log2 x)
ℓ−1

(ℓ− 1)!
≪ Nk(x)

p2
.

In the range p ≥ log x we use the trivial estimate Nk(x/p
2) ≤ x/p2. Thus, we

get

#
{

n ≤ x : ω(n) = k, p(n) >y and µ(n) = 0
}

≪ Nk(x)
∑

y<p≤log x

1

p2

+ x
∑

log x≤p≤x1/2

1

p2
≪ Nk(x)

y log y
+

x

log x log2 x
.

The term x/(log x log2 x) above is of a much smaller order of magnitude than
Nk(x)/(y(log y)) (compare with (12), for example), showing, via the asymptotic
estimate (17), that in fact

|Nk(x|y)− Πk(x|y)| ≪
Nk(x|y)
y log y

.

Thus we get

Πk(x|y) = Nk(x|y)
(

1 +O

(

1

y log y

))

.

Therefore we have proved the following statement.Lemma 1. Let x ≥ 2, y = O(log2 x), z = O(log4 x) and |k− log2 x| < z
√

log2 x.
Then

Nk(x|y) = Nk(x)





∏

p≤y

(

1− 1

p

)

+O

(

(log3 x)
2

(log2 x)
1/2

)



 ,

Πk(x|y) = Nk(x|y)
(

1 +O

(

1

y(log y)

))

.

4. The proof of Theorem 1

We let x large and put y = log2 x and z = log4 x. We start by discarding
some positive integers n ≤ x. We discard the set N1 of positive integers n ≤ x
such that p2 | n for some prime p > y. For a fixed prime, the number of such
positive integers n is at most ⌊x/p2⌋ < x/p2, so that

#N1 ≤
∑

y<p≤√
x

x

p2
≪ x

y(log y)
= o(x) (18)
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as x → ∞. Next we discard the set N2 of positive integers n ≤ x for which we
have |ω(n)− log2 x| > z

√

log2 x. By the Turán-Kubilius estimate

∑

n≤x

(ω(n)− log2 x)
2 = O(x log2 x),

it follows easily that

#N2 ≪
x

z2
= o(x) (19)

as x → ∞. Next we let N3 be the set of n ≤ x not in N1 ∪ N2 such that
ω(Ay(n)) > 10 log2 y. For such n, it follows that if we write τ(m) for the num-
ber of divisors of m, then we have τ(Ay(n)) > 210 log

2
y > (log y)6 because

10 log 2 > 6. However, observe that

∑

n≤x

τ(Ay(n)) =
∑

n≤x

∑

d|n
P (d)≤y

1 =
∑

d≤x
P (d)≤y

⌊x

d

⌋

≤ x
∑

P (d)≤y

1

d
= x

∏

p≤y

(

1− 1

p

)−1

≪ x log y,

from where we immediately deduce that

#N3 ≪
x

(log y)5
= o(x) (20)

as x → ∞. Observe that when n 6∈ N3, we have Ay(n) < y10 log
2
y. Moreover, if

also n 6∈ N1, then n = Ay(n)m, where m is square-free and free of primes ≤ y.
Furthermore, ω(m) = ω(n) − ω(Ay(n)) > ω(n) − 10 log4 x, while m ≤ x/Ay(n)
and

log2(x/Ay(n)) = log2 x+O

(

log(Ay(n))

log x

)

= log2 x+O

(

log2 y log y

log x

)

= log2 x+ o(1)

as x → ∞. From the above estimates we deduce that if additionally n ∈ N2,
then the inequality

|ω(m)− log2(x/Ay(n))| < 2z
√

log2(x/Ay(n)) (21)
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holds. Next we let gy(n) to be the additive function given by gy(p
a) = g(pa) if

p ≤ y and be zero otherwise. We put hy(n) = g(n)− gy(n). Observe that
∑

n≤x

hy(n) =
∑

n≤x

∑

pa‖n
p>y

g(pa) ≤
∑

pa≤x
p>y

g(pa)
∑

n≤x
pa|n

1 ≤
∑

pa≤x
p>y

g(pa)
x

pa

≤ x
∑

y<p

g(p)

p
+ x

∑

y<p
a≥2

g(pa)

pa
≪ x

y log y
=

x

log2 x log3 x
,

which shows that if we put N4 for the set of n ≤ x such that

hy(n) >
1

log2 x
√

log3 x
,

then

#N4 ≪ x
√

log3 x
= o(x) (22)

as x → ∞. From now on, we assume that n 6∈ ⋃4
i=1Ni. Thus, if we put

νy(n) =
ω(n)

gy(n)
,

then

νy(n)− ν(n) =
ω(n)

gy(n)
− ω(n)

g(n)
=

hy(n)ω(n)

g(n)gy(n)
≪ 1

g(n)gy(n)
√

log3 x
.

Since most positive integers n have a “small prime power”, where by “small” we
mean smaller than any function tending to infinity arbitrarily slowly, and g(pa)
is positive for all prime powers pa, it follows easily that if we put N5 for the set
of positive integers n ≤ x such that

g(n)gy(n) <
1

(log3 x)
1/4

,

then #N5 = o(x) as x → ∞. Thus, if n 6∈ N5, then

0 ≤ νy(n)− ν(n) ≤ 1

(log3 x)
1/4

= o(1) (23)

as x → ∞.

We are now ready to prove part (i) of Theorem 1. We fix any positive integer t.
In order to show that ν(n) is uniformly distributed modulo 1 it suffices, via H.
Weyl’s criterion, to show that

T =
∑

n≤x

e(tν(n)) = o(x) as x → ∞,
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where, as usual, we put e(α) = exp(2πiα). Observe that by the above remarks
we have that

T =
∑

n≤x
n6∈⋃

4

i=1
Ni

e(tνy(n)) + o(x) as x → ∞,

that is, in the above exponential sum T we may replace ν(n) by νy(n) and we
may discard sets of n ≤ x of cardinality o(x) as x → ∞. By the Erdős-Wintner
theorem (see [3]), we know that the function g(n) has a limiting distribution;
that is,

F (s) =
1

x
#{n ≤ x : g(n) < s}

exists for any real number s. By Lévy’s theorem (see Lévy’s original paper [5]
or Lemma 1.22 on page 46 in [2]), we know that F is continuos and F (0) = 0.
Define the function

Ht(s) = lim
x→∞

#{n ≤ x : t/(g(n) < s} = 1− F (t/s).

Since F (0) = 0, F is continuous and strictly monotonic over the nonnegative
reals, therefore for each ε > 0 there exist δ > 0 and K < ∞ such that

lim sup
x→∞

1

x
#{n ≤ x : g(n) 6∈ [δ,K]} ≤ ε.

Let δ1 be so small such that

⌊t/δ⌋
∑

m=⌊t/K⌋
(Ht(m+ δ1)−Ht(m− δ1)) < ε.

We now get, by denoting with ‖s‖ the distance from s to the nearest integer,
that

lim sup
x→∞

1

x
#{n ≤ x : ‖t/g(n)‖ < δ1 and g(n) ∈ [δ,K]} < 2ε.

Using also estimate (23), it follows that

lim sup
x→∞

1

x
#{n ≤ x : ‖t/g(Ay(n))‖ < δ1/2 and g(n) ∈ [δ,K]} < 3ε

once x is sufficiently large (depending on ε). Thus, for x large, putting N6 for
the set of n ≤ x such that either g(n) 6∈ [δ,K] or ‖t/g(Ay(n))‖ < δ1/2, then the

cardinality of
⋃6

i=1Ni is < 4εx. Put

Sy = {Ay(n) : n ≤ x and n 6∈
⋃6

i=1
Ni}.
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For each number A ∈ Sy, we put ηA = t/g(A), and

B(A) = {n ≤ x : n = Am where p(m) > y and µ(m)2 = 1}.

Observe that for n ∈ B(A) we have

νy(n) =
ω(n)

gy(n)
=

ω(A) + ω(m)

gy(A)
.

Thus,

T =
∑

A∈Sy

∑

m∈B(A)

e(tνy(n)) =
∑

A∈Sy

e(ηAω(A))
∑

n∈B(A)

e(ηAω(m)) +O(εx).

Since ε > 0 is arbitrary, it certainly suffices to show that the inner sums satisfy
∑

n∈B(A)

e(ηAω(m)) = o(#B(A)) (24)

as x → ∞ uniformly in A ∈ Sy. To this end, we split the inner sum according
to the number of distinct prime divisors of m. We get

∑

n∈B(A)

e(ηAω(m)) =
∑

|k−log
2
x|<z

√
log

2
x

e(kηA)Πk(x/A|y) + o(#B(A))

≪
∑

|k−log
2
(x/A)|<2z

√
log

2
(x/A)

e(kηA)Nk(x/A|y) + o(#B(A)) as x → ∞

(see Lemma 1 and formula (21)). The crucial point which will take care of the
problem is to observe that the function Nk(x|y) does not vary much “locally”
in the parameter k in our range. Indeed, if ℓ ≤ z, then, by Lemma 1 we have

Nk+ℓ(x|y) =
(1 + o(1))

log y
Nk(x) =

x(1 + o(1))

log x log y

(log2 x)
k+ℓ−1

(k + ℓ− 1)!

= (1 + o(1))Nk(x|y)
(

1 +O

( |k + ℓ− log2 x|
log2 x

))ℓ

= (1 + o(1))Nk(x|y)
(

1 +O

(

z2

(log2 x)
1/2

))

= (1 + o(1))Nk(x|y) as x → ∞,

and the same estimates hold with x replaced by x/A for all values of A ∈ Sy.

We split the interval |k− log2(x/A)| < 2z
√

log2(x/A) into subintervals [ki, ki+1]
of length L = ⌊z⌋ for i = 1, 2, . . . , iA, except that the last one might be shorter.
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Clearly, iA ≪
√

log2 x. Then we get

T ≪
iA
∑

i=1

Nki
(x|y)

∑

ki≤k<ki+1

e(kηA) + o(#B(A))

=

iA
∑

i=1

Nki
(x|y)e(kiηA)

(

e(ki+1 − ki)ηA)− 1

e(ηA)− 1

)

+ o(#B(A))

≪ δ−1
1

iA
∑

i=1

Nki
(x|y) + o(#B(A))

=
1

δ1L

∑

|k−log
2
(x/A)|<2z

√
log

2
(x/A)

Nk(x|y) + o(#B(A))

=
1

δ1z

∑

|k−log
2
(x/A)|<2z

√
log

2
(x/A)

Πk(x|y) + o(#B(A))

=
1

δ1z
#B(A) + o(#B(A)) = o(#B(A)) as x → ∞,

which completes the proof of the estimate (24) and, in particular, of the fact
that ν(n) is uniformly distributed modulo 1. It is also clear that the argument
works if instead of ω(n) in the definition of ν(n) we take Ω(n). In fact, the result
remains also true if we replace ω(n) by log τr(n) for some integer r ≥ 2, where

τr(n) = #{n = x1 · · ·xr : xi positive integers for all i = 1, . . . , r}.

Now we prove part (ii) of Theorem 1. We work with the same subsets Ni for
i = 1, . . . , 7 and with n ≤ x not in these subsets. We also ask that n + 1 does

not belong to
⋃3

i=1Ni. Furthermore, instead of the function νy(n) we work with
the function

ρy(n) =
ω(n+ 1)

gy(n)
.

In particular, N5 will now consist of the positive integers n ≤ x such that the
condition (23) holds with the function ν(n) replaced by the function ρ(n). We
write

n = Am and n+ 1 = A1m1 (25)

for some coprime A, A1 ∈ Sy one of which is even and some m ≤ x/A, m1 ≤
x/A1 with p(mm1) > y. We let B(A,A1) be the set of m ≤ x/A coprime to Py

such that with n = Am we have n + 1 = A1m1 for some m1 coprime to Py.
Following the arguments for the proof of the part (i), it follows easily that it
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suffices to show that the estimate

∑

m∈B(A,A1)

e

(

tω(Am + 1)

g(A)

)

= o(#B(A,A1))

holds uniformly for coprime A,A1 ∈ Sy one of which is even as x → ∞. Now
observe that for fixed A and A1, condition (25) puts m into a certain arithmetic
progression C (mod A1). Since m is also coprime to Py, this progression can be
extended to C1, . . . , Cs residue classes modulo lcm[A1, P

2
y ]. The residue classes

C1, . . . , Cs are such that the numbers

m1 =
Am+ 1

A1
=

Alcm[A1, P
2
y ]

A1
ℓ+

(

ACi + 1

A1

)

are also coprime to Py. We also fix the class C = Ci and write B(A,A1, C) for
the set of such n. It clearly suffices to show that the estimates

∑

m∈B(A,A1,C)

e

(

tω(Am + 1)

g(A)

)

= o(#B(A,A1, C))

hold uniformly in our range for A,A1, C as x → ∞. In order to prove the above
estimate, we slice again the interval |k − log2 x| < z

√

log2 x into subintervals of
length L = ⌊z⌋ as in proof of part (i) of the theorem. Assume that ω(n) = k.
Then ℓ = ω(m1) = k−ω(A1) = k+O(z). The ingredient that we use is a result
of Wolke and Zhan (see [9]), who showed that for all ε > 0 and constant K > 0
there exists a positive constant η = η(ε,K) depending on ε and K such that the
estimate

∑

d≤x1/2−ε

max
(a,d)=1

max
w≤x

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∑

n≤w
ω(n)=k

n≡a (mod d)

1− 1

φ(d)

∑

n≤w
(n,d)=1
ω(n)=k

1

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

≪ Πk(x)

(log x)K
(26)

holds uniformly in 1 ≤ k ≤ η log x/(log2 x)
2. We take ε = 1/2 and K = 10.

We also take d = lcm[A1, P
2
y ]/A1 ≤ P 2

y ≤ e4y = (log x)4, and observe that the

condition (x/A1)
1/4 > d holds for large x because A1 < y10 log

2
y < log x for

large x. Observe also that ℓ = ω(m1) satisfies the inequality

ℓ ≤ η log(x/A1)/(log2(x/A1))
2
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for large values of x with η = η(1/2, 10). We deduce from estimate (26) that
∣

∣

∣

∣

∣

∣

∣

∣

∑

m∈B(A,A1,C)
ω(m)=ℓ

1− 1

φ(d)
Mℓ(x/A1|y)

∣

∣

∣

∣

∣

∣

∣

∣

≪ Πℓ(x)

(log x)10
. (27)

Since

Mℓ(x/A1|y)
φ(d)

≫ Πℓ(x/A1)

(log x)4 log y
≫ Πℓ(x)

A1(log x)4 log y
≫ Πℓ(x)

(log x)6
,

it follows easily from estimate (27) that

∑

m∈B(A,A1,C)
ω(m)=ℓ

1 = (1 + o(1))
Mℓ(x/A1|y)

φ(d)

uniformly in our range for k as x → ∞. Now we proceed as in the last part of
the proof of the part (i) and conclude the proof of (ii). The theorem is therefore
completely proved.Aknowledgement. We thank the anonymous referee for a careful reading
of a preliminary version of this manuscript and for suggestions which improved
the quality of the paper. This work started when both authors attended the
Colloquium on Uniform Distribution in Luminy in January of 2008. They thank
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