Responsibility of microzooplankton and parasite pressure for the demise of toxic dinoflagellate blooms
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ABSTRACT: Two mechanisms proposed to control dinoflagellate blooms—parasitism by eukaryotes (e.g. Amoebophrya sp.) and grazing by microzooplankton—have been explored through previous laboratory and field studies but lack quantitative assessment. We modelled the relative effect of these mechanisms. We used literature values to embed an Anderson-May host-microparasite model into a microbial food web model (nano- and microphytoplankton, nano- and microzooplankton, a toxic dinoflagellate, a dinoflagellate parasite). Three scenarios were examined to simulate the introduction of a toxic dinoflagellate and its parasite into an environment: (1) a food web, including autotrophic nano- and microplankton, heterotrophic flagellates, and ciliates; (2) as for Case 1 but with a toxic dinoflagellate; (3) as for Case 2 but with a dinoparasite. This mimics observations in a French estuary, where a toxic dinoflagellate began blooming in 1988; since 1998, blooms appear to have become regulated, and numerous parasitic infections by Amoebophrya sp. occurred from 2004 to 2006. After supporting parasite control of dinoflagellate blooms, we assessed the effects of observed ranges of key variables associated with the parasite and other components of the food web on parasite control of the dinoflagellate population. Population dynamics were examined over 50 d. In Case 1, all taxa had 10 to 20 d blooms. In Case 2, the toxic dinoflagellate population dynamics mimicked that of the microphytoplankton, and this dinoflagellate was reduced in numbers but not extirpated by microzooplankton grazing. In Case 3 population blooms occurred, and the parasite virtually eliminated the dinoflagellate over ~10 d. Sensitivity analysis indicated that our assessment was robust. We propose that the decline in toxic dinoflagellates in the French estuary may have been due to an introduced dinoparasite. In general, we suggest that parasites may have greater impact on toxic dinoflagellate blooms than microzooplankton grazers; the parasites have the potential to eliminate the toxic dinoflagellates. We recommend that such parasites be incorporated into more complex food web models.
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INTRODUCTION

The economic and societal impacts of harmful algal blooms (HABs) continue to motivate the study of HAB population dynamics and methods for their control. As one of the main HAB taxa, dinoflagellates have received considerable attention, and a substantial body of work exists describing the initiation, demise, and impact of their blooms (e.g. Shumway 1990, Donaghy & Osborn 1997, Smaeyda 1997, Turner & Tester 1997, Burkholder 1998, Anderson et al. 2002, Nagasaki et al. 2006). Two mechanisms proposed to control dinoflagellate blooms are parasitism by other eukaryotes (Coats et al. 1996), such as the dinoflagellate
Amoebophrya sp. (Fig. 1), and grazing by microzooplankton, such as ciliates (e.g. Calbet et al. 2003, Rosetta & McManus 2003). Although both of these mechanisms have been explored through laboratory and field studies, they lack quantitative assessment. We provide a critical first step toward modelling the relative impact of these 2 potential controlling pressures on toxic dinoflagellate populations.

Our analysis was in part stimulated by historical data on the HAB dinoflagellate Alexandrium minutum from 2 sources. First, data from East Harbour, Alexandria, Egypt, show that this species routinely bloomed from the 1970s to 1990s, then blooms ceased, and this was attributed to removal of benthic cysts by hydrodynamically forced erosion (Ismael & Khadr 2003), but we speculate that this could have been by biological control (see below). Second, A. minutum also occurs in northern France (Maguer et al. 2004), especially in the Penzé estuary and the Bay of Morlaix, Finistère, where it was first seen to form blooms (>10⁶ cells l⁻¹) in 1988, suggesting that it had recently been introduced to the region. As A. minutum forms resistant, resting cysts, populations became established permanently in shallow waters. However, although A. minutum blooms develop in this region with a predictable regularity each year in June (Maguer et al. 2004), maximal annual abundance has been decreasing since 1998 (Fig. 2), suggesting that the species is now being controlled. During A. minutum proliferations in the Penzé estuary between 2004 and 2007, the parasitic dinoflagellate Amoebophrya was detected by fluorescent in situ hybridization (using a general probe for the whole group); presence of this parasite appeared to be directly linked to the abrupt decline of A. minutum during the 3 consecutive years (A. Chambouvet unpubl. data). These data stimulated propositions that: (1) A. minutum was introduced to the system in the late 1980s; (2) during the 1990s A. minutum blooms were not controlled, or poorly controlled by grazing; and (3) in the late 1990s, the dinoflagellate parasite Amoebophrya entered the system and has subsequently controlled blooms. We suggest that a similar sequence of
events may have occurred in East Harbour. However, we have neither established that the parasite can directly cause the decrease of the host populations in situ, nor can we unequivocally indicate that the parasite did not exist when *A. minutum* blooms were greatest in the 1990s. Nevertheless, based on a parameterised mathematical model, we can hypothesise that *Amoebophrya* (as opposed to grazing) can cause the demise of *A. minutum* blooms. Developing such a model is the first step towards a better understanding of the parasite–host population dynamics, which in turn may elucidate how such blooms are controlled in general.

Specifically, using existing literature parameters we have embedded a classical host-micro-parasite model (Anderson & May 1980, 1981) into the microbial food web (Fig. 3) to evaluate the relative roles of parasites and grazers in the control of dinoflagellate blooms over a short period (<50 d). Following our observations from the Finistère data, 3 progressive scenarios were examined to simulate the introduction of a toxic dinoflagellate and, subsequently, a dinoflagellate parasite into a marine environment: (1) a food web including only autotrophic nano- and microplankton, hererotrophic flagellates, and ciliates (groups that are typical of most microbial food webs); (2) as for Case 1, but with the introduction of a toxic dinoflagellate; and (3) as for Case 2, but with the addition of the parasite. After modelling indicated that the parasite (rather than microzooplankton) may control dinoflagellate blooms, we first conducted a sensitivity analysis to assess the impacts of the observed ranges of key parasite parameters on parasite control of the dinoflagellate population. We then explored, again through sensitivity analysis, whether changing other key parameters and state variables in the system would alter the bloom dynamics of parasites and their dinoflagellate host. Through these analyses we strongly suggest that parasite control of dinoflagellates may occur.

**METHODS**

**Model description.** Overview: We adopted a standard population-dynamic modelling framework to describe the changes in abundance of the following components of the eukaryotic microbial community (Fig. 3): large ciliates (*C*), representing microzooplankton, as top-down control in the system; a HAB dinoflagellate (*D*), as the host of the parasite and prey for the ciliate; autotrophic microplankton (*M*), as an alternative prey pool for the ciliate; heterotrophic flagellates (*F*), as top-down control on both dinospores (i.e. the free-living stage of the parasite, *P*) and the vermiform (dispersal) stage (*V*) of the parasite; and autotrophic nanoplankton (*N*), as an alternative food for heterotrophic flagellates. For this exploratory simulation of population dynamics, the food web was assumed to be in a uniform physical environment at 18°C (unless otherwise stated, all parameter values in Table 1 were obtained at this temperature) and without immigration or emigration. Carrying capacities (*K*) were imposed on the primary producers (resulting in logistic growth) to represent the impact of bottom-up nutrient control, whereby the strength of density dependence was assumed to depend on the sum of uninfected and infected dinoflagellates, microplankton, and nanoplankton (*D_u + D_i + M + N/1000*) populations (see Appendix 1).

In many population models based on the original Lotka-Volterra predator-prey models, the numerical response of the predator is determined from their functional response (assuming constant growth efficiency and metabolic loss rate; Turchin 2003), because direct measurements of growth rates are not available. However, for planktonic protozoa, there is a growing body of studies that provides direct measurements of both the functional and numerical responses within a single study of a single species.

![Fig. 3. The microbial food web investigated with the model included: ciliates (*C*, representing microzooplankton) as the top grazers on autotrophic microplankton (*M*), heterotrophic flagellates (*F*, representing large nanozooplankton and small microplankton), dinoflagellates (*D_u*: uninfected; *D_i*: infected), parasites as dinospores (*P*) and vermiform (*V*) stages, and autotrophic nanoplankton (*N*). Note, arrows denote the flow of prey to consumer. Also note that the vermiform stage produces dinospores. The size scale on the left is an indication of organism size, with the smallest organism near the bottom.](image-url)
(e.g. Montagnes 1996, Kamiyama 1997, Jeong et al. 1999, Montagnes & Lessard 1999, Gismervik 2005, Kimmance et al. 2006). These measurements in turn provide the opportunity to directly combine functional and numerical responses in models, without the need to obtain independent estimates of assimilation rates or metabolic losses from the literature (e.g. Kamiyama 1997, Montagnes & Lessard 1999, Kimmance et al. 2006). In fact such models have already been applied to examine the impact of the tintinnid Favella taraikaensis on the dinoflagellate Alexandrium tamarense (Kamiyama 1997). This modelling framework is similar to that of the more traditional Lotka-Volterra-style models described above, but the latter formulation makes parameterisation easier from direct measurements of functional and numerical responses. We have, therefore, adopted this latter approach and used coupled predator functional and numerical responses for both the nano- and microzooplankton. Details on the specific food web components follow below and are presented in Table 1.

**Dinoflagellate (D) and dinoparasite (P):** The generic dinoflagellate component of the model was parameterised primarily from data on *Alexandrium minutum*. Dinoflagellate growth was assumed to be logistic, with a maximum specific growth rate ($r_d$) and carrying capacity ($K_d$). Dinoflagellates were assumed to die following infection by the free-living infective stages of the parasite (see $P$, below) and grazing by the ciliate (see ‘Ciliates [C]’, below).

The generic parasite component was based primarily on data for *Amoebophrya* sp. The host-parasite model was structured on the Anderson-May microparasite model (Anderson & May 1980, 1981), wherein the dinoflagellate host population is divided into 2 compartments: uninfected ($D_u$) and infected ($D_i$) individuals, and comprises 4 coupled differential equations:

$$\frac{dD_u}{dt} = r_d D_u \left( 1 - \frac{D_u + D_i + M + N/1000}{K_d} \right) - D_u (\beta P + CL)$$

$$\frac{dD_i}{dt} = \beta PD_u - D_i (\alpha + CL)$$

$$\frac{dV}{dt} = \alpha D_i - \alpha' V$$

$$\frac{dP}{dt} = \lambda \alpha' V - P(r_p + FI_t)$$

<table>
<thead>
<tr>
<th>Parameter/state variable</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dinoflagellate (D)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Carrying capacity</td>
<td>$K_d$</td>
<td>$3 \times 10^6$</td>
<td>$D^{-1}$</td>
<td>See Appendix 1</td>
</tr>
<tr>
<td>Maximum growth rate</td>
<td>$r_d$</td>
<td>0.4</td>
<td>$d^{-1}$</td>
<td>Flynn et al. (1996)</td>
</tr>
<tr>
<td>Mortality rate due to infection</td>
<td>$\alpha$</td>
<td>0.5 (0.35–0.6)</td>
<td>$d^{-1}$</td>
<td>Coats &amp; Park (2002)</td>
</tr>
<tr>
<td>Initial uninfected abundance</td>
<td>$D_u$</td>
<td>$5 \times 10^3$ (0.5–10 × $10^3$)</td>
<td>$D^{-1}$</td>
<td>Raymont (1980)</td>
</tr>
<tr>
<td>Initial infected abundance</td>
<td>$D_i$</td>
<td>0</td>
<td>$D^{-1}$</td>
<td></td>
</tr>
<tr>
<td><strong>Parasite (P)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Development rate</td>
<td>$\alpha'$</td>
<td>3 (2–4)</td>
<td>$d^{-1}$</td>
<td>Coats &amp; Park (2002)</td>
</tr>
<tr>
<td>Number released per host</td>
<td>$\lambda$</td>
<td>200 (100 to 400)</td>
<td>$PD^{-1}$</td>
<td>Yih &amp; Coats (2000)</td>
</tr>
<tr>
<td>Mortality rate</td>
<td>$r_p$</td>
<td>-0.55 (–0.87 to –0.23)</td>
<td>$d^{-1}$</td>
<td>Coats &amp; Park (2002)</td>
</tr>
<tr>
<td>Transmission rate ($\times 10^{-7}$)</td>
<td>$\beta$</td>
<td>4 (1–7)</td>
<td>$d^{-1} F^{-1}$</td>
<td>See Appendix 1</td>
</tr>
<tr>
<td>Initial abundance</td>
<td>$P_0$</td>
<td>50</td>
<td>$P^{-1}$</td>
<td>None</td>
</tr>
<tr>
<td><strong>Nanoplankton (N)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum growth rate</td>
<td>$r_n$</td>
<td>1.0</td>
<td>$d^{-1}$</td>
<td>Furnas (1982)</td>
</tr>
<tr>
<td>Carrying capacity</td>
<td>$K_n$</td>
<td>$3 \times 10^9$</td>
<td>$N^{-1}$</td>
<td>See Appendix 1</td>
</tr>
<tr>
<td>Initial abundance</td>
<td>$N_0$</td>
<td>$10^9$</td>
<td>$N^{-1}$</td>
<td>Raymont (1980)</td>
</tr>
<tr>
<td><strong>Heterotrophic flagellates (F)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth rate</td>
<td>$r_f$</td>
<td>See Eq. (7) (text)</td>
<td>$d^{-1}$</td>
<td>Kimmance et al. (2006)</td>
</tr>
<tr>
<td>Grazing rate</td>
<td>$l_f$</td>
<td>See Eq. (8) (text)</td>
<td>prey $F^{-1} d^{-1}$</td>
<td>Kimmance et al. (2006)</td>
</tr>
<tr>
<td>Initial abundance</td>
<td>$F_0$</td>
<td>$5 \times 10^3$</td>
<td>$F^{-1}$</td>
<td>Gasol (1994)</td>
</tr>
<tr>
<td><strong>Microplankton (M)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum growth rate</td>
<td>$r_m$</td>
<td>0.4</td>
<td>$d^{-1}$</td>
<td>Bissinger et al. (2008)</td>
</tr>
<tr>
<td>Carrying capacity</td>
<td>$K_m$</td>
<td>$3 \times 10^9$</td>
<td>$M^{-1}$</td>
<td>See Appendix 1</td>
</tr>
<tr>
<td>Initial abundance</td>
<td>$M_0$</td>
<td>$10^4$ (0.5–50 × $10^3$)</td>
<td>$M^{-1}$</td>
<td>Raymont (1980)</td>
</tr>
<tr>
<td><strong>Ciliate (C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Growth rate</td>
<td>$r_c$</td>
<td>See Eq. (11) (text)</td>
<td>$d^{-1}$</td>
<td>Montagnes &amp; Lessard (1999)</td>
</tr>
<tr>
<td>Grazing rate</td>
<td>$l_c$</td>
<td>See Eq. (12) (text)</td>
<td>prey $C^{-1} d^{-1}$</td>
<td>Montagnes &amp; Lessard (1999)</td>
</tr>
<tr>
<td>Initial abundance</td>
<td>$C_0$</td>
<td>$10^3$ (0.1–10 × $10^3$)</td>
<td>$C^{-1}$</td>
<td>Lynn &amp; Montagnes (1991)</td>
</tr>
</tbody>
</table>
where $\beta$ is the transmission rate, $I$ is the ciliate grazing rate on dinoflagellates (see ‘Ciliates [C]’, below), $\alpha$ is the mortality rate due to infection, which imposes a time delay (of duration $1/\alpha$) on the system, $r_p$ is the parasite mortality rate, and $I$ is the heterotrophic flagellate grazing rate on parasites (see ‘Heterotrophic flagellates [F]’, below). The model incorporates the free-living vermiform stage (V) of the parasite, which lasts on average $1/\alpha$ days before undergoing cytokinesis to produce $\lambda$ dinospores (P). We assumed that infected dinoflagellates die without reproducing (Elbrächter 1973, Cachon & Cachon 1987), that dinoflagellates were only infected once, although multiple infections may occur (Coats & Park 2002), and that dinoflagellate infection increased linearly with parasite abundance. Furthermore, $\beta$ was assumed not to decrease with dinospore age, although such a decrease can occur (Coats & Park 2002); however, the variation in $\beta$ examined during our sensitivity analysis (see below) should compensate for these omissions.

**Nanoplankton (N):** The autotrophic nanoplankton provided prey for heterotrophic flagellates, allowing the latter to survive when there were no parasites. Nanoplankton growth was assumed to be logistic, with a maximum specific growth rate ($r_n$), carrying capacity ($K_n$), and mortality caused by heterotrophic flagellate grazing (see ‘Heterotrophic flagellates [F]’, below). Nanoplankton dynamics were modelled as:

$$\frac{dN}{dt} = r_nN\left(1 - \frac{D_i + D_o + M + N/1000}{K_n}\right) - \frac{PI_iN}{(N + P)}$$

(5)

Note that nanoplankton were grazed by heterotrophic flagellates in proportion to abundance relative to the other component of the flagellate diet, i.e. dinospores of the parasite (P).

**Heterotrophic flagellates (F):** Heterotrophic flagellates are grazers on dinospores and nanoplankton, and their population dynamics were modelled as:

$$\frac{dF}{dt} = r_iF - CI_c$$

(6)

where $I_c$ is ciliate grazing rate (see ‘Ciliates [C]’, below), and growth rate ($r_i$) was determined from a numerical response (growth rate versus prey concentration) that includes a threshold prey concentration (6393 ml$^{-1}$), below which growth rate becomes negative (Kiminance et al. 2006):

$$r_i = \frac{0.94 \times (P + N - 6393)}{14160 + (P + N - 6393)} \times 0.05T$$

(7)

where $T$ is temperature (°C).

Heterotrophic flagellates grazed on nanoplankton and dinospores at a rate ($I$) that followed a temperature ($T$) dependent functional response (Kiminance et al. 2006; note, hourly rates were converted to daily rates, assuming a constant rate over 24 h):

$$I = \frac{23.74 \times (P + N)}{112010 + P + N} \times 0.28(T - 7.99)^{0.10} \times 24$$

(8)

We assumed that there was no preference for either nanoplankton or dinospores, so heterotrophic flagellates consumed these prey at a rate proportional to their availability.

**Microplankton (M):** The autotrophic microplankton population provided a prey pool for ciliates, allowing them to grow when dinoflagellates and heterotrophic flagellates were rare. Microplankton population growth was assumed to be logistic, with a maximum specific growth rate ($r_m$) and carrying capacity ($K_m$). $r_m$ was set to equal that of the dinoflagellate, so that unequal competition between these 2 autotrophs was not an issue in the control of dinoflagellate blooms. Microplankton mortality was caused only by ciliate grazing (see ‘Ciliates [C]’, below) at rate $I_c$, and in proportion to microplankton abundance relative to the other components of the ciliate diet (dinoflagellates and heterotrophic flagellates). Hence, microplankton population growth was modelled as:

$$\frac{dM}{dt} = r_mM\left(1 - \frac{D_o + D_i + M + N/1000}{K_m}\right) - \frac{CI_cM}{(D_o + D_i + M + F)}$$

(9)

**Ciliates (C):** Ciliates grazed on autotrophic microplankton (including the dinoflagellates) and heterotrophic flagellates; their population growth was modelled as:

$$\frac{dC}{dt} = r_tC$$

(10)

where ciliate specific growth rate ($r_t$) was based on a numerical response that includes a threshold prey concentration (1308 ml$^{-1}$), below which growth rate is negative (Montagnes & Lessard 1999; note, these rates were established at 13° C and were temperature-corrected to 18° C, assuming a $Q_{10}$ of 2, although this may not always be appropriate; see Montagnes et al. 2003):

$$r_t = \frac{0.622 \times (D_o + D_i + F + M - 1308)}{2384 + (D_o + D_i + F + M - 1308)}$$

(11)

$I_c$ followed a functional response (Montagnes & Lessard 1999; note, rates were temperature corrected, as for Eq. 11 above, and hourly rates were converted to daily rates, assuming grazing was constant over 24 h):

$$I_c = \frac{197}{1 + 19000/(D_o + D_i + F + M) + (D_o + D_i + F + M)/3314} \times 24$$

(12)

Ciliate ingestion was then determined for each of the 4 potential prey ($D_o$, $D_i$, $F$, $M$); assuming no preference, they were consumed as a proportion of the total prey available.
Note that there are indications that ciliates may have reduced growth and grazing rates when exposed to some toxic dinoflagellates (e.g. Hansen 1986, Jeong et al. 1999, Rosetta & McManus 2003). Here we are testing the potential maximum impact of microzooplankton grazing, in comparison with parasite-induced mortality. Therefore, we have not imposed an inhibition due to prey type.

**Model simulations. Explored scenarios:** Three distinct scenarios were examined to simulate the introduction of a toxic dinoflagellate and, subsequently, a parasite to an environment: (1) a simple food web, including only autotrophic nano- and microplankton, hererotrophic flagellates, and ciliates; (2) the food web described in Case 1, but with the introduction of a dinoflagellate; and (3) the food web described in Case 2, but with the addition of a specific parasite for the dinoflagellate introduced in Case 2. Runs of the model were conducted using parameters and state variables presented in Table 1, which are further justified in Appendix 1.

**Sensitivity analysis:** Our analysis indicated that the parasite has a greater impact than microzooplankton on dinoflagellate blooms (see ‘Results’); consequently, our emphasis was directed to assessing the sensitivity of parameters associated with the parasite. After establishing that variation of these parameters failed to alter our results, we ran a further set of sensitivity analyses to assess whether other non-parasite parameters and state variables might alter the observed model outcome (i.e. parasite blooms co-occurring with the demise of dinoflagellate blooms, resulting in collapse of host populations; see ‘Results’).

We provide ranges for 5 of the parasite parameters used in the model as estimated from the literature (Table 1), but initial observations indicated that only 4 of these altered the model output to any extent: (1) mortality rate due to infection (α); (2) the number of parasites released per host (λ); (3) parasite mortality rate (τ_p); and (4) parasite transmission rate (β). We investigated how variation of these parameters altered predictions of population dynamics over observed ranges (Table 1). We also examined variation in (1) initial abundances of dinoflagellates, ciliates, and microplankton (Table 1); (2) the carrying capacity for autotrophs (K, which was altered from 0.1 to 3.0 times the value presented in Appendix 1); (3) both ciliate growth rate and ingestion rate (at the same time; i.e. the two were altered simultaneously and equally over a range spanning 0.5 to 1.5 times the literature value, Eqs. 11 & 12); (4) heterotrophic flagellate maximum growth rate and ingestion rate (concurrently, following the logic outlined above for ciliate parameters); (5) ciliate threshold concentration; and (6) heterotrophic flagellate threshold concentration (the prey concentration at which growth = 0, which was altered over a range spanning 0.5 to 1.5 times the literature values, Eqs. 7 & 11). For each parameter, model runs were conducted at 4 levels, evenly distributed across the range, from the lowest value to the highest value.

**RESULTS**

**Explored scenarios**

In Case 1 (Fig. 4a–f), in which there were no dinoflagellates or parasites, autotrophic microplankton bloomed over ~30 d and then decreased due to grazing by ciliates, which bloomed after ~30 d; nanoplankton formed a bloom after ~10 d, which was controlled by heterotrophic flagellates, which bloomed after ~15 d. In Case 2 (Fig. 4g–l), in which dinoflagellates were introduced, the population dynamics of all groups were similar to those in Case 1, but the microplankton population was depressed due to competition with the dinoflagellates; the dinoflagellate population mirrored the microplankton population dynamics (as expected, given their identical growth rates), except that dinoflagellate abundance was ~0.5 times lower than that of the microplankton, due to reduced initial dinoflagellate abundance. In Case 3 (Fig. 4m–r), in which parasites were included, population dynamics of most groups were the same as those in Case 1, except that there was a secondary, small population-pulse of heterotrophic flagellates after the initial bloom; this second pulse was due to a parasite bloom (i.e. a new prey for heterotrophic flagellates) at ~20 d (Fig. 4r). Most importantly, the peak in abundance of the dinoflagellate in the presence of the parasite was around half that in parasite absence, and the bloom, which lasted <30 d, did not recover over the 50 d simulation (Fig. 4n).
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Sensitivity analysis

Potential variation (see Table 1) in dinoflagellate mortality rate due to infection (\(\alpha\)), the number of dinospores released per host (\(\lambda\)), parasite mortality rate (\(\lambda_p\)), and parasite transmission rate (\(\beta\)) revealed that under all conditions the parasite was able to control the dinoflagellate host population, exceeding that due to grazing by ciliates (cf. Figs. 4h & 5b,h,n,t). The main impacts of varying the above parameters were on peak abundance and persistence of dinoflagellates and the parasite, and this only occurred when \(\lambda\) and \(\beta\) were raised to their upper extent (Fig. 5h,l,t,x). None of the other components of the food web was substantially influenced by altering the above parameters, except for the autotrophic microplankton when they were competing with the dinoflagellate.

Variation in initial abundances of dinoflagellates, ciliates, and microphytoplankton, and the carrying capacity (\(K\)) produced many differences in the population dynamics of the entire system (Fig. 6). However, the general pattern (as indicated above) that dinoflagellate blooms were immediately followed by parasite blooms was consistent, regardless of the perturbation. Furthermore, the demise of the dinoflagellates was directly attributable to parasite infection, not ciliate grazing (results of these details are not presented here but can be explored through contact with D. J. S. Montagnes). Potential variation in ciliate and heterotrophic flagellate growth and grazing parameters also revealed marked differences in population dynamics within the food web, but again, the general indication was that dinoflagellate blooms were controlled and followed by parasite blooms (Fig. 7). The main exception to this trend was for conditions in which the ciliate threshold (i.e. the prey concentration where \(r_c = 0\)) was reduced to 0.5 of the literature value; in this case, ciliates survived at low prey abundances, subsequently bloomed in response to raised dinoflagellate and microplankton abundances, and then controlled both these prey populations over the first 20 d (solid lines in Fig. 7g,h,k). However, under this condition (0.5 of the ciliate threshold level), parasites controlled (and virtually removed) the dinoflagellates in the latter part of the 50 d simulation, supporting the pattern observed above for other conditions.

DISCUSSION

Using a microbial food web model, we explored 2 hypotheses proposed for the control of potentially toxic dinoflagellate blooms: microzooplankton grazing (Kamiyama 1997, Jeong et al. 1999, Rosetta & McManus 2003) and parasite-induced mortality (Coats et al. 1996, Johansson & Coats 2002). This is the first study to quantitatively test these combined hypotheses.

Here we examine, over a 50 d period, the consequences for harmful algal bloom dynamics within the microbial food web. Unlike many exploratory population models, this analysis limited the output to evaluation of ~1 cycle of the population dynamics (i.e. it would have been possible under some conditions to produce multiple population cycles, if the simulation time was extended beyond 50 d). Our logic for not extending the simulation beyond 50 d was that both environmental (e.g. climatic) and biological (e.g. metazoan zooplankton) perturbations in pelagic systems would undoubtedly occur over a period longer than 50 d and would disturb the system; thus, we have not provided longer-term (and inappropriate) simulations. Furthermore, we specifically excluded metazoan zooplankton (e.g. copepods) for the following reasons. Firstly, the focus of this study was to assess whether components of the microbial food web alone could control toxic dinoflagellates, and secondly there is evidence to suggest that microzooplankton grazing will have greater effects than metazoan zooplankton grazing on toxic dinoflagellate bloom dynamics (Calbet et al. 2003). However, we also recognise that as metazoan zooplankton generation times (>10 d, e.g. Gillooly 2000) would not result in substantial zooplankton population fluctuations, the population dynamics of these metazoans and their impact would therefore be relatively constant. Such constant grazing pressures would simply increase prey mortality rates by a constant amount (i.e. result in lower estimates of \(r_d\) and \(r_m\)). However, fast-growing smaller copepods might respond, and other modelling efforts have indicated that metazoan zooplankton grazing can control dinoflagellate blooms (Griffin et al. 2001, Gismervik et al. 2002), so this may be an area for further exploration. We have also not considered viruses, which may influence phytoplankton dynamics (Brussaard 2004), specifically that of dinoflagellates (Nagasaki et al. 2006). The influence of viruses has been included in models of plankton dynamics, with various results (e.g. Chattopadhyay & Pal 2002, Singh et al. 2004). Again, omission of viruses allowed us to specifically evaluate the potential role of microzooplankton and eukaryotic parasites. Finally, although we applied well-established, non-linear functional and numerical responses for the grazers (based on the limited data available) we assumed a linear relationship between parasite infection and abundance; non linear dynamics might reduce the impact of parasites at high abundances. Clearly, now that our findings support the prediction of Coats et al. (1996) that parasite control is possible, and also show the extent to which these dinoflagellate parasites may alter bloom dynamics, we recommend that more com-
Fig. 5. Sensitivity analysis for effects of varying key parasite life-cycle parameters on population dynamics of our microbial food web (Fig. 3): (a,g,m,s) autotrophic microplankton; (b,h,n,t) total dinoflagellates; (c,i,o,u) autotrophic nanoplankton; (d,j,p,v) heterotrophic flagellates; (e,k,q,w) ciliates; (f,l,r,x) dinospore parasites. Changes in population dynamics, within a panel (i.e. different line types) are the responses of estimates for 4 parasite parameters (Table 1): mortality rate due to infection ($\alpha$; a–f); parasites released per host ($\lambda$; g–l); parasite mortality rate ($r_p$; m–r); and parasite transmission rate ($\beta$; s–x). For each parameter, model runs were conducted at 4 levels (line types), evenly distributed across the range, from the lowest value to the highest value (solid, dots, dashes, dots & dashes, respectively).
Fig. 6. Sensitivity analysis for effects of varying initial abundances of dinoflagellates (D), ciliates (C) and microzooplankton (M) and the combined carrying capacity (K) of the autotrophs (see Appendix 1) on population dynamics of our microbial food web (Fig. 3): (a,g,m,s) autotrophic microplankton; (b,h,n,t) total dinoflagellates; (c,i,o,u) autotrophic nanoplankton; (d,j,p,v) heterotrophic flagellates; (e,k,q,w) ciliates; (f,l,r,x) dinospore parasites. Changes in population dynamics, within a panel (i.e. different line types) are the responses of estimates for ranges presented in Table 1. For each parameter, model runs were conducted at 4 levels (line types), evenly distributed across the range, from the lowest value to the highest value (solid, dots, dashes, dots & dashes, respectively).
Fig. 7. Sensitivity analysis for effects of varying growth and grazing parameters of the ciliate and heterotrophic flagellate on population dynamics of our microbial food web (Fig. 3): (a,g,m,s) autotrophic microplankton; (b,h,n,t) total dinoflagellates; (c,i,o,u) autotrophic nanoplankton; (d,j,p,v) heterotrophic flagellates; (e,k,q,w) ciliates; (f,l,r,x) dinospore parasites. Changes in population dynamics, within a panel (i.e. different line types) are the responses of estimates for 4 parameters, or combined parameters: ciliate growth rate $r_c$ and ingestion rate $I_c$ were simultaneously altered between 0.5 and 1.5 of literature values (Table 1); ciliate threshold (the prey concentration where growth rate is zero) was varied between 0.5 and 1.5 of literature values (Eq. 11); heterotrophic flagellate growth rate ($r_f$) and ingestion rate ($I_f$) were simultaneously altered between 0.5 and 1.5 of literature values (Table 1); heterotrophic flagellate threshold was varied between 0.5 and 1.5 of literature values (Eq. 7). For each parameter, model runs were conducted at 4 levels (line types), evenly distributed across the range, from the lowest value to the highest value (solid, dots, dashes, dots & dashes, respectively). H-flagellate: heterotrophic flagellate
plex pelagic models extending over longer periods (e.g. that of Griffin et al. 2001) should include such eukaryotic parasites.

Scenarios and sensitivity analysis

In Case 1 (Fig. 4), we presented a scenario in which a body of water contains micro- and nanophytoplankton that are grazed by micro- and nanozooplankton, respectively. As can occur in nature, the autotrophic microplankton population was initially controlled by bottom-up pressure as they reached their carrying capacity, and then they were controlled by top-down microzooplankton grazing (e.g. Montagnes 1996, Glibert 1997, Strom 2002). Similarly, the autotrophic nanoplankton plankton was initially bottom-up controlled and then grazed by the nanozooplankton. The microzooplankton, which had no top-down control imposed on them, died due to starvation when prey resources dropped below their threshold level, and the nanozooplankton died from both starvation and microzooplankton grazing. Such short-term population dynamics have been described by others in field studies, laboratory studies, mesocosm experiments, and models (e.g. Stoecker & Evans 1985, Andersen & Sørensen 1986, Lynn & Montagnes 1991, Montagnes & Lessard 1999, Gismervik et al. 2002, Kimmance et al. 2006), with population levels and timing of events at a similar order of magnitude to those presented here (e.g. Raymont 1980, Andersen & Sørensen 1986, Lynn & Montagnes 1991). This congruence suggests that our initial scenario is not unrealistic. However, we recognise that there is a dearth of good data to validate our predictions, and we now strongly support further careful field, mesocosm, and microcosm monitoring to specifically assess our predictions on the occurrence and timing of these events related to parasitism.

In Case 2, we simulated the introduction of a HAB dinoflagellate into the model environment. Such introductions could be through direct human intervention (e.g. ballast water, Hallegraeff 1998), by natural dispersal, or by indirect anthropogenic dispersal induced by climate change (Gómez 2003). Regardless of the mechanism of introduction, we showed firstly that the dinoflagellate reached realistic bloom levels (e.g. Calbet et al. 2003) (as the autotrophs reached their combined carrying capacity), and secondly that the dinoflagellate was controlled, or at least reduced by microzooplankton (i.e. ciliate) grazing, as proposed by Rosetta & McManus (2003) and Calbet et al. (2003). It should be noted that our model presupposes that the microzooplankton will consume toxic species, although such toxic species can reduce growth and grazing of ciliates (Kamiyama 1997, Jeong et al. 1999); our predictions, therefore, provide a maximum potential for microzooplankton control, and it may be lower in reality. Furthermore, the dinoflagellate population was never significantly reduced, suggesting that microzooplankton grazing pressure alone may not suffice to alleviate problems associated with toxic dinoflagellate blooms.

In contrast, in Case 3, in which a dinoflagellate parasite was introduced to the system, not only was the toxic dinoflagellate controlled, it was virtually eliminated from the system, supporting the argument of researchers such as Coats et al. (1996) that parasitism is important in the control of blooms; we also suggest that *Alexandrium minutum* may have been removed from both East Harbour, Alexandria, Egypt, and the Penzé estuary, France (see ‘Introduction’, Fig. 2) by parasite control, although this is clearly speculative. However, there will be parasite-specific variation in virulence, and there is both experimental and environmentally induced variation in virulence, even for a single parasite species (Table 1, Appendix 1). There will also be variation in parameters associated with the ciliate and heterotrophic flagellate growth and grazing responses, and the initial abundances and carrying capacity of the autotrophs may vary. We have, therefore, explored the robustness of our predictions by altering key parameters associated with the parasite biology (Fig. 5), the abundances and carrying capacity of the autotrophs (Fig. 6), and parameters associated with the predator responses (Fig. 7).

Importantly, altering parasite-related parameters had little effect on the various components of the food web, other than the dinoflagellate and the parasite. Furthermore, except by applying the extremes of the estimates of 2 factors, i.e. the number of parasites produced per host and transmission rate (Table 1), there was little impact of changing parameters on our initial predictions for Case 3; this supports our general conclusions even when considering the potential variation of the parasite. Moreover, although varying other aspects of the model impacted a number of components of population dynamics (Figs. 6 & 7), there was a single overriding outcome: within the 50 d simulation, dinoflagellate blooms were closely followed by parasite blooms, with the parasite directly reducing the dinoflagellates almost to extirpation. Although there is clearly variation in the dynamics, these observations support our initial hypothesis that it is the parasite, and not grazing by microzooplankton, that can cause the demise of dinoflagellate HABs.

Eukaryotic parasites, feedback and food web models

For over 100 yr, there has been a growing recognition of the importance of dinoflagellate parasites
of food web models. Greater importance is a recognition that, in general, models of plankton population dynamics. Perhaps of parasites of dinoflagellates should be included in parasite-oriented development of models by indicating (Marcogliese & Cone 1997). Our study extends this must be incorporated into food web models in general, there has been a recognition that parasites pelagic food web models (e.g. Singh et al. 2004), and, there has been a recent trend to place viruses into potentially resulting in very different population dynamics. There has been a recent trend to place viruses into pelagic food web models (e.g. Singh et al. 2004), and, in general, there has been a recognition that parasites must be incorporated into food web models (Marcogliese & Cone 1997). Our study extends this parasite-oriented development of models by indicating that parasites of dinoflagellates should be included in models of plankton population dynamics. Perhaps of greater importance is a recognition that, in general, eukaryotic parasites should be considered in microbial food web models.
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Appendix 1. Information on how parameters and state variables were obtained, beyond details presented in the text and in Table 1

Dinoflagellate, microplankton, and nanoplanктon carrying capacities (K) were based on estuarine waters experiencing pulses on the order of 100 to 200 µM dissolved available nitrogen, all of the nitrogen entering the primary producers, and size-specific phytoplankton nitrogen levels as described in Montagnes et al. (1994); we also assumed that the nanoplanктon, being an order of magnitude smaller, contained 3 orders of magnitude less nitrogen per cell.

Dinoflagellate mortality rate due to infection (β) was determined from data of Coats & Park (2002), who provide a range of estimates of parasite intracellular times for *Amoebophyra* sp. in 3 dinoflagellate hosts, ranging from ~35 to 60 h. These were then converted to per day rates (0.4 to 0.7 d⁻¹), and temperature corrected from 20°C to our standard 18°C, assuming a Q₁₀ of 2 (0.35 to 0.6 d⁻¹). Note, Yih & Coats (2000) found similar times (~45 to 55 h) for *Amoebophyra* sp. infecting *Gymnodinium sanguineum*, under a range of nutrient conditions, at 20°C.

Parasite development rate (α'), i.e. the inverse of the time needed for a parasite to transform from the vermiform stage to dinospores (Fig. 1) was determined from data of Coats & Park (2002), they provided a range of estimates of total parasite generation time (time required to infect host, plus time spent in the host, plus extracellular maturation time) for *Amoebophyra* sp. in 3 dinoflagellate hosts, ranging from ~60 to 70 h. They also provide values of the time spent in the host (see previous paragraph) and from their Fig. 4 (op. cit.) we determined the time required to infect a host as ~10 h. From these we calculated the extracellular maturation time as being between 5 and 10 h. Temperature correcting this value (see above), we obtained a daily rate of 2 to 4 d⁻¹.

Number of parasites released per host (λ) was estimated to 100 to 400, based on data on *Amoebophyra* sp. parasitizing *Gymnodinium sanguineum*, under a range of nutrient conditions (Yih & Coats 2000).

Parasite mortality rate (τₜ) was determined from established for *Amoebophyra* sp. parasitizing 3 dinoflagellate hosts, and ranged from ~1.0 to ~0.26 d⁻¹ at 20°C, which was temperature corrected to 18°C, assuming a Q₁₀ of 2.

Parasite transmission rate (β) is notoriously difficult to estimate. However, Coats & Park (2002) present experimental data wherein an initial number of uninfected dinoflagellates (10⁴ ml⁻¹) was challenged for 36 h with a known number of parasite dinospores (expressed as the dinospore:host ratio) within 10 ml; prevalence of infection (p) was determined and Eq. (A1) was fitted to the data,

\[ p = I_{\text{MAX}}(1 - e^{-bx}) \]  \hspace{1cm} (A1)

where \( I_{\text{MAX}} \) is the maximum observed infection level and \( b = α'k_{\text{MAX}} \), where \( a \) is the slope of the initial linear portion of the fitted curve and \( x \) is the dinospore:host ratio. From this, Coats & Park (2002) estimated \( a = 66\% \) and \( k_{\text{MAX}} = 98.2\% \) for *Amoebophyra sanguinea*, which can be used to calculate the prevalence of infection (p) at all dinospore:host ratios (x).

Assuming no dinospore or host reproduction or mortality throughout this short experiment, the dynamics of uninfected host cells \( (D_h) \), infected host cells \( (D_i) \), and parasite spores \( (P) \) can be modelled by Eqs. (A2) to (A4):

\[ \frac{dD_h}{dt} = -\beta D_i P \]  \hspace{1cm} (A2)

\[ \frac{dD_i}{dt} = \beta D_i P \]  \hspace{1cm} (A3)

\[ \frac{dP}{dt} = -\beta D_i P \]  \hspace{1cm} (A4)

Note that, as with standard host-parasite models (Anderson & May 1980, 1981), this framework assumes that transmission increases linearly with host concentration. However, in the experiments of Coats & Park (2002), host concentration was kept constant, meaning it is not possible to determine how transmission scales by host concentration. For simplicity, we therefore make the standard assumption of a linear relationship, but acknowledge that this is an approximation; clearly, detailed experiments are needed to quantify the infection rate of the parasite transmission relationship before more accurate projections can be made.

In the model given by Eqs. (A2) to (A4), the initial number of \( D_h \) (10⁴ cells ml⁻¹), \( D_i \) (0) and \( P \) (given by the initial dinospore:host ratio) are known, as is the final prevalence (calculated from Eq. A1). Solving Eqs. (A2) to (A4) for the expected prevalence \( D_i / [D_h + D_i] \) at the end of the experiment (i.e. 36 h) and solving for \( β \) we obtain Eq. (A5):

\[ \beta = \frac{\ln \left[ 1 + \ln \left( 1 + \frac{pN}{P_0} \right) \right]}{Nt} \times 24/100 \]  \hspace{1cm} (A5)

where \( N \) is the initial number of hosts in the experiment (10⁴ ml⁻¹), \( P_0 \) is the initial number of dinospores (which is given by \( xN \), where \( x \) is the dinospore:host ratio) and \( t \) is time (36 h). This expression is multiplied by 24 to convert from h⁻¹ to d⁻¹ and divided by 100 to convert to l⁻¹. Performing this calculation for various dinospore:host ratio values (x) presented in Coats & Park (2002) provides an average estimate for \( β \) of 4.2 × 10⁻⁷ d⁻¹ l⁻¹, with a range between 7.06 × 10⁻⁸ and 7.15 × 10⁻⁷ d⁻¹ l⁻¹.

Microplankton maximum growth rate \( (r_{\text{fa}}) \) was not necessarily the maximum potential growth of any phytoplankter. However, the rate chosen was appropriate for dinoflagellates, allows competition, and is well within the boundaries of this size class (see Bissinger et al. 2008).