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ABSTRACT. We examine the uniform distribution theory of H. Weyl when there
is a periodic perturbation present. As opposed to the classical setting, in this case

the conditions for (mod 1) density and (mod 1) uniform distribution turn out
to be different.

Communicated by Michael Drmota

1. Introduction

In connection with asymptotics of orthogonal polynomials Peter Yuditskii
asked if the numbers nα− cos(nπα+φ0), n = 1, 2, . . . , where α is irrational and
φ0 is a given number, are dense modulo 1 (in short (mod 1)). Recall that if α is
irrational, then the sequence nα, n = 1, 2, . . ., is dense in [0, 1) (mod 1), so the
problem asks if the same remains true if we perturb this sequence in the fashion
described.

This paper has emerged from this question, and will examine classical uniform
distribution theory when there is a periodic (or almost periodic) perturbation
present.

We shall arrive at the most general results through simpler cases because
those simpler cases are interesting in themselves and because the proofs will be
more transparent by not repeating simpler arguments as we proceed to higher
generality.
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Let us begin with a simple result with an elementary proof that answers
Yuditskii’s question.

����������� 1.1	 If f is a continuous periodic function and α is irrational,
then the sequence {nα+ f(n)}∞n=1 is dense in [0, 1) (mod 1).

Thus, mod 1 density is always the case, but we shall see later that (mod 1)
uniform distribution may not be true. This is in contrast with the classical
setting, where the conditions for density and uniform distribution are mostly
the same.

We shall have much more general density results, but for a start we give an
elementary proof of Proposition 1.1.

P r o o f. Let ε > 0 be small, and let L be a large integer. Choose δ < 1/2
such that |f(u) − f(v)| < ε if |u − v| < δ, and let |f | ≤ M , M integer.
If β is the/a period of f , then choose a k such that k(α/L) ∈ [−ε/L, ε/L]
(mod 1) and k(1/β) ∈ [−δ/β, δ/β] (mod 1) (possible by Dirichlet’s simultaneous
approximation theorem, see [2, Theorem 201]). Then kα ∈ [−ε, ε] (mod L) and
k ∈ [−δ, δ] (mod β).

Assume, without loss of generality, that kα∈ [0, ε] (mod L), say kα=k1L+α1,
where k1 is an integer and α1 ∈ (0, ε] (since α is irrational, α1 cannot be 0).
Consider the numbers

xm = mkα, 1 ≤ m ≤ N,

where N = [L/α1]. We have xm = m(kα−k1L) = mα1 (mod L), and these last
numbers mα1 are equidistant on the interval [0, L] with neighboring distance
α1 ≤ ε. At the same time∣∣f(k(m+ 1)− f(km)

)∣∣ = ∣∣f(km+ (k mod β)
)− f(km)

∣∣ ≤ ε

because of the choice of δ and because of (k mod β) ∈ [−δ, δ], where (k mod β)
denotes the number k′ of smallest absolute value for which k = k′ (mod β).

Let M1 = [M/α1] + 1. Since

M ≤ M1α1 ≤ M + α1 < M + 1 (1.1)
and

L− 2−M < L− α1 − (M + α1) < (N −M1)α1 < L−M, (1.2)

it follows that if ym = xm + f(km) (mod L), ym ∈ [0, L), then the sequence

{ym}N−M1

m=M1
(which is the same as {mα1 + f(km)}N−M1

m=M1
in view of (1.1), (1.2)

and |f | ≤ M ) starts from a positive number < 2M + 1 and ends with a number
> L − 2M − 2, and the distance in between consecutive terms is at most 2ε.
Therefore, for every y ∈ [2M +1, L−2M −2] there is a term ym in the sequence
with |y−ym| ≤ 2ε, and for L > 4M+5 (which guarantees that [2M+1, L−2M−2]
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contains two consecutive integers) this shows that to any point y′ ∈ [0, 1) there is
a ym closer than 2ε (mod 1), and (mod 1) such a ym equals kmα+ f(km). �

To illustrate that there is room for generalization, let us consider almost
periodic functions. Bohr’s almost periodic (real) functions (sometimes called
uniformly almost periodic functions) coincide with the functions which can be
uniformly approximated on R by generalized (real) trigonometric polynomials
of the form

∑
cje

iλjx, see [1, Section 84]1. Proposition 1.1 is the special case
of the following result.

����������� 1.2	 If f is almost periodic and α is irrational, then the sequence
{nα+ f(n)}∞n=1 is dense in [0, 1) (mod 1).

P r o o f. First of all notice that the proof of Proposition 1.1 easily implies the
following: if f1, . . . , fν are continuous periodic functions and α is irrational, then
the sequence {nα + f1(n) + · · · + fν(n)}∞n=1 is dense in [0, 1] (mod 1). Indeed,
let β1, . . . , βν be the periods of f1, . . . , fν , respectively. As before, let ε > 0 be
given, and let L be again a large integer. Choose δ such that |fτ (u)−fτ (v)| < ε/ν
for all τ if |u − v| < δ, and let

∑
τ |fτ | ≤ M , 1 ≤ τ ≤ ν, M integer. Dirichlet’s

simultaneous approximation theorem can again be applied and we can choose a k
such that k(α/L) ∈ [−ε/L, ε/L] (mod 1) and k(1/βτ ) ∈ [−δ/βτ , δ/βτ ] (mod 1)
for all τ . The rest of the proof proceeds as before with minor modifications.

In particular, it follows that if T =
∑ν

τ=1

(
aτ cos(λτx) + bτ sin(λτx)

)
is a

generalized trigonometric polynomial, then the sequence {nα+T (n)}∞n=1 is dense
in [0, 1] (mod 1). But every almost periodic function is the uniform limit of such
generalized trigonometric polynomials, and the claim in the theorem follows:
if y ∈ (0, 1) and ε > 0 are given, then let η = min{ε, y, 1− y}, choose a T with
|f − T | < η/2 and then an n with2 |y − {nα + T (n)}| < η/2, from which we
obtain |y − {nα+ f(n)}| < η < ε. �

2. Preliminaries, Weyl’s theorems

Let {·} denote fractional part. There are two slightly different ways to talk
about (mod 1) values of a sequence xn, n = 1, 2, . . . , namely, one can look

1The original definition of almost periodicity is as follows: a continuous real function f is said
to be almost periodic if for every ε > 0 there is an L(ε) > 0 such for in every subinterval I ofR
of length ≥ L(ε) there is a t ∈ I for which |f(x+ t)− f(x)| ≤ ε for all x ∈ R. That the space
of almost periodic functions coincides with the uniform closure of generalized trigonometric

polynomials was one of Bohr’s main theorems.
2{·} denotes fractional part.
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at the sequence {xn}, n = 1, 2, . . . , of the fractional parts as elements of [0, 1)
or as elements of the torus R/Z (i.e., when we identify 0 and 1 in [0, 1]).
From the point of view of (mod 1) density or (mod 1) uniform distribution
it does not matter which view we take. In our discussion it will be more conve-
nient to work on [0, 1) and not on the torus because the proofs are easier this
way and because the perturbing function f may not be conveniently reduced to
a function on the torus. We shall briefly discuss in Section 6 one question when
the torus vs. [0, 1) makes a difference.

Let {xn}∞n=1 be a sequence of real numbers. This sequence is said to be uni-
formly distributed on [0, 1) (mod 1) if for all 0 ≤ a < b < 1 we have

lim
n→∞

1

n
#
{
1 ≤ k ≤ n {xk} ∈ [a, b]

}
= b− a.

This is the same that for every continuous function f on [0, 1] we have

lim
n→∞

1

n

n∑
k=1

f({xk}) =
∫ 1

0

f.

In a similar fashion, if {Xn}∞n=1 is a sequence of vectors from Rd, then
its (mod 1) uniform distribution (on [0, 1)d) means that for all 0 ≤ ai < bi < 1
we have

lim
n→∞

1

n
#

{
1 ≤ k ≤ n {Xk} ∈

d∏
i=1

[ai, bi]

}
=

d∏
i=1

(bi − ai),

which is the same that for every continuous function f on [0, 1]d we have

lim
n→∞

1

n

n∑
k=1

f({xk}) =
∫
[0,1]d

f.

Weyl’s first theorem [5, Satz 1] ([3, Theorem 2.1]) on uniform distribution
asserts that {xn}∞n=1 is uniformly distributed (mod 1) on [0, 1) if and only if for
all integers a �= 0

lim
n→∞

1

n

n∑
k=1

ei2πaxk = 0.

More generally, if
{(x1,n, . . . , xd,n)}∞n=1 (2.1)

is a sequence from Rd, then this sequence is uniformly distributed (mod 1)
if and only if for all integer d-tuples (a1, . . . , ad) with

∑
a2i �= 0 we have

lim
n→∞

1

n

n∑
k=1

ei2π(a1x1,k+···+adxd,k) = 0,

see [5, Satz 3] ([3, Theorem 6.2]).
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In particular, (2.1) is uniformly distributed on [0, 1)d if and only if every non-
trivial integer combination sequence yn = a1x1,n + · · ·+ adxd,n, n = 1, 2, . . . , is
uniformly distributed on [0, 1). This is not true if we talk about density ((2.1)
may not be dense in [0, 1)d even though every {yn}∞n=1 is dense in [0, 1)), but
we shall see that for polynomial sequences density and uniform distribution are
the same.

Let P1, . . . , Pd be real polynomials. It is clear that from the point of view
of the (mod 1) density or (mod 1) uniform distribution of the sequence(

P1(n), . . . , Pd(n)
)
, n = 1, 2, . . . ,

the constant terms in the polynomials are irrelevant, therefore in what follows
we shall always assume that the polynomials are without constant terms.

For polynomial sequences Weyl proved in [5, Satz 9] ([3, Theorem 3.2]) that
if P (without a constant term) has at least one irrational coefficient, then
{P (n)}∞n=1 is uniformly distributed on [0, 1) (mod 1). On the other hand,
if all coefficients of P are rational, then it is clear that {P (n)}∞n=1 has only
finitely many different terms (mod 1), so this sequence is not dense in [0, 1)
(mod 1).

To deal with the vector case we introduce the following definition.


��������� 2.1	 We call polynomials P1, . . . , Pd (without constant terms)
Q-independent, if no non-trivial rational combination r1P1 + · · · + rdPd is a
polynomial with rational coefficients.

Clearly, this is the same that no non-trivial linear combination of P1, . . . , Pd

with integer coefficients is a polynomial with integer coefficients.

Combining Weyl’s theorems discussed so far we can see that if P1, . . . , Pd are
polynomials without constant terms, then{(

P1(n), . . . , Pd(n)
)}∞

n=1
(2.2)

is uniformly distributed in [0, 1)d (mod 1) precisely when P1, . . . , Pd are
Q-independent, i.e., every non-trivial rational linear combination

∑
j αjPj has

at least one irrational coefficient. Furthermore, the condition is the same for the
(mod 1) density of the sequence (2.2) in [0, 1)d. Indeed, if there is a non-trivial
linear combination r1P1 + · · ·+ rdPd with integer coefficients which has integer
coefficients, then r1{P1(n)}+ · · ·+ rd{Pd(n)} is an integer r lying in the inter-
val [−(|r1| + · · · + |rd|), |r1| + · · · + |rd|]. Therefore,

({P1(n)}, . . . , {Pd(n)}
)
lies

in finitely many hyperplanes r1x1 + · · ·+ rdxd = r of Rd, hence this sequence is
not dense in [0, 1)d.
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We can specialize these results to the case when Pj(x) = αjx with some given
αj and obtain that the sequence

{(nα1, . . . , nαd)}∞n=1 (2.3)

of vectors is uniformly distributed (mod 1) on [0, 1)d if and only if it is dense
(mod 1) in [0, 1)d, and this happens precisely if the numbers 1, α1, . . . , αd are ra-
tionally independent, i.e., no non-trivial rational linear combination of them is 0.

3. Density

In this section we shall deal with the problem discussed in the introduction
in more generality. We shall see that periodic or almost periodic perturbations
never prevent density (mod 1). The story will be different when we shall deal
with uniform distribution in the next section.

The following proposition is equivalent to Proposition 1.2, but we present a
formulation and a more streamlined proof for it that will be the basis of the
polynomial and vector cases to be followed.

����������� 3.1	 If α is irrational and f1, . . . , fν are almost periodic functions,
then the sequence {nα+

∑
j fj(n)}∞n=1 is dense in [0, 1) (mod 1).

P r o o f. As at the end of the proof of Proposition 1.2, we may select each fj
to be a trigonometric polynomial, and then, by considering individual terms
cos(λx), sin(λx) in the fj ’s and by increasing ν we may also assume that each
fj is periodic (say of the form c cos(λx) or c sin(λx) ). Let βj be the period of fj,
and set γj = 1/βj . By replacing fj by gj(x) = f(βjx) it is sufficient to show that
if each gj is periodic with period 1, then the sequence {nα+

∑
j gj(nγj)}∞n=1 is

dense in [0, 1) (mod 1).

Let us choose a maximal subset {γλ}λ∈Λ of {γ1, . . . , γν} for which {1, α} ∪
{γλ}λ∈Λ is a rationally independent set, i.e., 0 can be written as a rational linear
combination of these numbers only when all coefficients are 0. Thus, for every
j �∈ Λ there is a non-trivial dependence of the form

cj,0α+
∑
λ∈Λ

cj,λγλ + djγj = cj ,

where the c’s are integers and dj �= 0 is an integer. With some large integer L
set A = L

∏
j �∈Λ |dj | (when Λ = {1, . . . , ν}, then interpret the product as 1), and

consider numbers n of the form n = Am, m = 1, 2, . . .. If x ∈ (0, 1) is given, then,
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by the rational independence of the set {1, α}∪{γλ}λ∈Λ, there is a subsequence
M of the integers such that for m → ∞, m ∈ M we have

mα → x (mod 1), mγλ → 1

2
(mod 1), λ ∈ Λ.

Now

nα+

ν∑
j=1

gj(nγj) = nα+
∑
j∈Λ

gj(nγj) +
∑
j �∈Λ

gj

(
cjn− cj,0αn−∑

λ∈Λ cj,λγλn

dj

)

and this, by the 1-periodicity of the functions gj, for n = Am equals

A{mα}+
∑
j∈Λ

gj(A{mγj}) +
∑
j �∈Λ

gj

(
−cj,0(A/dj){mα} −

∑
λ∈Λ

cj,λ(A/dj){mγλ}
)

(mod 1), and this latter expression tends to

Ax+
∑
j∈Λ

gj
(
A(1/2)

)
+

∑
j �∈Λ

gj

(
−cj,0(A/dj)x−

∑
λ∈Λ

cj,λ(A/dj)(1/2)

)
(3.1)

as m → ∞, m ∈ M.

From this we can conclude that the (mod 1) taken sequence⎧⎨
⎩nα+

ν∑
j=1

gj(nγj)

⎫⎬
⎭

∞

n=1

is dense in the (mod 1) taken range of the continuous function

h(x) = Ax+
∑
j∈Λ

gj
(
A(1/2)

)
+

∑
j �∈Λ

gj

(
−cj,0(A/dj)x−

∑
λ∈Λ

cj,λ(A/dj)(1/2)

)

defined on (0, 1), and it is sufficient to show that this (mod 1) taken range is
dense in [0, 1).

The function h can also be considered on the interval [0, 1] where it is a
continuous function, and, if |fj| ≤ M , 1 ≤ j ≤ ν, then h(0) ≤ νM , while
h(1) ≥ A− νM . Therefore, if A > 2νM + 2, then its range contains an interval
[B,B + 1] for some integer B, and hence if we take its range (mod 1), then we
get the whole interval [0, 1).

This completes the proof. �
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3.1. The polynomial case

As a generalization of what has been said before, we shall now examine the
density of the sequence {

P0(n) +

ν∑
j=1

fj
(
Pj(n)

)}∞

n=1

(3.2)

(mod 1), where Pj , 1 ≤ j ≤ ν, are polynomials. As before, we may assume that
Pj(0) = 0 for all j.

����������� 3.2	 Let f1, . . . , fν be almost periodic functions and let P0, P1, . . .
. . . , Pν be polynomials without constant terms. If P0 has at least one irrational
coefficient, then the sequence (3.2) is dense in [0, 1) (mod 1).

�������� 3.3	 With the assumptions of the preceding proposition

lim sup
n→∞

∣∣∣∣∣{P0(n)} −
{

ν∑
j=1

fj
(
Pj(n)

)}∣∣∣∣∣ ≥ 1

2
.

This corollary says that the fractional parts {P0(n)}, n = 1, 2, . . . , cannot be
imitated by sums of the fractional part of the values of almost periodic functions
taken at polynomial places. Note also that for ν = 1 and f1 ≡ 1/2 the equality
is attained, so more than what is claimed cannot be stated.

The corollary is immediate, for if the limsup in question was smaller than 1/2,
then the fractional part of P0(n) −

∑ν
j=1 fj

(
Pj(n)

)
, n = 1, 2, . . . , would not

accumulate at 1/2, so this sequence (mod 1) would not be dense in [0, 1) con-
tradicting Proposition 3.2.

P r o o f o f P r o p o s i t i o n 3.2. We follow the preceding proof, and exactly as
there we may assume that each fj is a continuous periodic function with period
1. Let us choose a maximal subset {Pλ}λ∈Λ of {P1, . . . , Pν} for which {P0} ∪
{Pλ}λ∈Λ is a Q-independent set. Thus, for every j �∈ Λ there is a non-trivial
dependence of the form

cj,0P0 +
∑
λ∈Λ

cj,λPλ + djPj = Rj ,

where the c’s are integers, dj �= 0 is an integer and Rj is a polynomial with
integer coefficients. With some large integer L set again A = L

∏
j �∈Λ |dj | and

define

P ∗
j (x) =

1

A
Pj(Ax), R∗

j (x) =
1

A
Rj(Ax).
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The R∗
j has integer coefficients, and we claim that {P ∗

0 } ∪ {P ∗
λ}λ∈Λ is again a

Q-independent set. Indeed, if this was not the case, then we could find integers
a0, aλ, not all zero, such that

Q(x) = a0P
∗
0 (x) +

∑
λ∈Λ

aλP
∗
λ (x) =

a0
A
P0(Ax) +

∑
λ∈Λ

aλ
A

Pλ(Ax)

has integer coefficients. But then for D equal to the degree of Q, the coefficients
of

a0A
D−1P0(x) +

∑
λ∈Λ

aλA
D−1Pλ(x) = ADQ(x/A)

would have integer coefficients, which is impossible by the choice of Λ.

Consider numbers n of the form n = Am, m = 1, 2, . . . If x ∈ (0, 1) is given,
then, by the Q-independence of the set {P ∗

0 }∪{P ∗
λ}λ∈Λ and by Weyl’s theorem,

there is a subsequence M of the integers such that for m → ∞, m ∈ M, we
have

P ∗
0 (m) → x (mod 1), P ∗

λ (m) → 1

2
(mod 1), λ ∈ Λ.

Now

P0(n) +

ν∑
j=1

fj
(
Pj(n)

)
= P0(n) +

∑
j∈Λ

fj
(
Pj(n)

)

+
∑
j �∈Λ

fj

(
Rj(n)− cj,0P0(n)−

∑
λ∈Λ cj,λPλ(n)

dj

)
.

Here for all j and n = Am we have

Pj(n) = AP ∗
j (m), Rj(n) = AR∗

j (m),

and since A is divisible by dj , it follows that each Rj(n)/dj has integer coef-
ficients. Thus, by the 1-periodicity of the functions fj , for n = Am the sum
P0(n) +

∑ν
j=1 fj

(
Pj(n)

)
equals

A{P ∗
0 (m)} +

∑
j∈Λ

fj
(
A{P ∗

j (m)})

+
∑
j �∈Λ

fj

(
−cj,0(A/dj){P ∗

0 (m)} −
∑
λ∈Λ

cj,λ(A/dj){P ∗
λ(m)}

)

(mod 1), and this latter expression tends to

Ax+
∑
j∈Λ

fj
(
A(1/2)

)
+

∑
j �∈Λ

fj

(
−cj,0(A/dj)x−

∑
λ∈Λ

cj,λ(A/dj)(1/2)

)
,

as m → ∞, m ∈ M.
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This is now and analogue of (3.1), and from here the proof is completed
exactly as the preceding proof was completed from (3.1). �

Proposition 3.2 can be written in a seemingly more general, but actually
equivalent form.

����������� 3.4	 Let F be an almost periodic function of ν variables3 and
let P0, P1, . . . , Pν be polynomials without constant terms. If P0 has at least one
irrational coefficient, then the sequence

{
P0(n) + F

(
P1(n), . . . , Pν(n)

)}∞
n=1

(3.3)

is dense in [0, 1) (mod 1).

P r o o f. One can replace F by a generalized trigonometric polynomial of several
variables, and then one can follow the preceding proof without much change.

An alternative is to use that if F is a generalized trigonometric polynomial
of ν variables, then F

(
P1(n), . . . , Pν(n)

)
is of the form

ν1∑
j=1

fj
(
Rj(n)

)

where each fj is a c · cosλx or a c · sin λx, and where the Rj’s are polynomials
(just use trigonometric identities to convert products to sums). This reduces
then the claim to Proposition 3.2. �

3.2. The vector case

Let α1, . . . , αd be real numbers. Recall Weyl’s theorem from Section 2 accord-
ing to which for the (mod 1) density in [0, 1)d of the vectors (nα1, . . . , nαd),
n = 1, 2, . . . , it is necessary and sufficient that the numbers 1, α1, . . . , αd are
rationally independent.

����������� 3.5	 If f1, . . . , fd are almost periodic functions and the numbers
1, α1, . . . , αd are rationally independent, then the sequence(

nα1 + f1(n), . . . , nαd + fd(n)
)
, n = 1, 2, . . . , (3.4)

is dense in [0, 1)d (mod 1).

3The set of these functions F : Rν → R is the closure in the uniform norm of the algebra
generated by the monomials cos λxj , sinλxj , λ ∈ R, 1 ≤ j ≤ ν.
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P r o o f. The argument is familiar by now, see, e.g., the proof of Proposition 3.1.

By replacing each fj by a trigonometric polynomial close to it, it is enough
to prove that if fi,j, 1 ≤ i ≤ d, 1 ≤ j ≤ ν, are continuous periodic functions
then for any βi,j the sequence(

nα1 +

ν∑
j=1

f1,j(nβi,j), . . . , nαd +

ν∑
j=1

fd,j(nβd,j)

)
, n = 1, 2, . . . , (3.5)

is dense in [0, 1)d (mod 1). By applying dilation in fi,j and changing at the same
time the corresponding βi,j, we may assume that each fi,j is of period 1.

Select a maximal subset Λ ⊂ {(i, j) 1 ≤ i ≤ d, 1 ≤ j ≤ ν} such that

{1, α1, . . . , αd} ∪ {βλ λ ∈ Λ} (3.6)

is a rationally independent set. Then every βi,j with (i, j) �∈ Λ can be expressed
as a rational combination of the numbers in (3.6), say (with α0 = 1)

βi,j =

d∑
τ=0

ci,jτ ατ +
∑
λ∈Λ

di,jλ βλ.

If q is the least common denominator of the coefficients in these representations,
then for some large L set A = Lq and consider the numbers n = Am, m =
1, 2, . . . , for which(

nα1 +

ν∑
j=1

f1,j(nβi,j), . . . , nαd +

ν∑
j=1

fd,j(nβd,j)

)

is of the form(
Amα1 +

ν∑
j=1

f1,j
(
m(· · · )), . . . , Amαd +

ν∑
j=1

fd,j
(
m(· · · ))

)
(3.7)

where (· · · ) represent integral combinations of the numbers in (3.6).

By Weyl’s theorem, if (x1, . . . , xd) ∈ (0, 1)d, then there is a subsequence M
of the natural numbers such that, as m → ∞, m ∈ M, we have

{mαj} → xj, 1 ≤ j ≤ d, mβλ → 1

2
, λ ∈ Λ,

and we obtain from (3.7) that the sequence (3.4) is dense (mod 1) in the
(mod 1) taken range of the function

H(x1, . . . , xd) =

(
Ax1 +

ν∑
j=1

f1,j(· · · ), . . . , Axd +

ν∑
j=1

fd,j(· · · )
)

(3.8)

for (x1, . . . , xd) ∈ [0, 1]d, where now · · · stand for some integral linear combina-
tions of x1, . . . , xd, 1/2.
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Let |fi,j| ≤ M and A > 2νM + 2. By the following lemma (apply it to

h(x1, . . . , xd) = H(x1/A, . . . , xd/A)

and to the cube Q = [0, A]d) the range of H over [0, 1]d contains a cube of side-
length 1, hence the (mod 1) taken range of H contains [0, 1)d, from which the
claim in the proposition follows. �

In the next lemma we set x = (x1, . . . , xd).

����� 3.6	 If
h(x) =

(
x1 + h1(x), . . . , xd + hd(x)

)
is a continuous mapping of a cube Q ⊂ Rd of side-length A into Rd, where
|hi| ≤ A/2− 1, then the range of h contains a (closed) cube of side-length 1.

P r o o f. This is an easy consequence of the Brouwer fixed point theorem.
Indeed, we may assume that Q = [−A/2, A/2]d, and we show that then the
range contains the cube [−1/2, 1/2]d.

Suppose to the contrary that this is not the case, and there is a point y ∈
[−1/2, 1/2]d which is not in the range. For an x ∈ Q connect h(x) with y, and
let Φ(x) be the intersection of the extension of this segment (beyond y) with the
boundary ∂Q of Q. This defines a continuous mapping Φ : Q → ∂Q. Note that
if x belongs to the boundary of Q, say x1 = −A/2, then, since x1+ h1(x) ≤ −1,
in forming Φ(x) we are connecting the point h(x) lying in the half-space x1 ≤ −1
with the point y lying in the half-space x1 ≥ −1/2. This implies (say by the
convexity of the half-space x1 < −1/2) that the first coordinate of Φ(x) is
≥ −1/2, and hence Φ(x) �= x. Thus, Φ is a continuous mapping from Q into
itself without a fixed point, which is impossible by the Brouwer fixed point
theorem.

This contradiction proves the lemma. �

3.3. The polynomial-vector case

The most general theorem in this paper on density is the following (cf. also
Theorem 6.2 below).

������� 3.7	 Let F1, . . . , Fd be almost periodic functions of ν variables, and
let Pi,j and P1, . . . , Pd be polynomials without constant terms. If {P1, . . . , Pd}
are Q-independent, then the sequence of vectors{(

P1(n) + F1

(
P1,1(n), . . . , P1,ν(n)

)
, . . .

. . . , Pd(n) + Fd

(
Pd,1(n), . . . , Pdν(n)

))}∞

n=1
(3.9)

is dense in [0, 1)d (mod 1).
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Recall that the Q-independence of {P1, . . . , Pd} is necessary for density when
each Fi is identically 0.

P r o o f. All components of the proof had already been demonstrated in our
previous discussions.

First of all, we may replace each Fi by a trigonometric polynomial of ν vari-
ables (see the end of the proof of Proposition 1.2), then using trigonometric
identities, each Fi(Pi,1(n), . . . , Pi,ν(n)) can be written in the form

∑μ
j=1 ϕi(Si,j)

where each ϕi is a c ·cosλt or a c ·sinλt and Si,j are polynomials, and finally such

an expression is of the form F̃i

(
Si,1(n), . . . , Si,μ(n)

)
, where F̃i is a continuous

function of μ variables which is periodic in each variable. Thus, we may assume
from the start that Fi is periodic in each of its variable, and by scaling we may
even assume that the periods are 1.

Select a maximal subset Λ ⊂ {(i, j) 1 ≤ i ≤ d, 1 ≤ j ≤ ν} such that

{P1, . . . , Pd} ∪ {Pλ λ ∈ Λ} (3.10)

is a Q-independent set of polynomials. Then for every Pi,j with (i, j) �∈ Λ there
is a relation with the polynomials in (3.10) of the form

d∑
τ=1

ci,jτ Pτ +
∑
λ∈Λ

ci,jλ Pλ + di,jPi,j = Ri,j,

where the c’s are integers, di,j �= 0 is an integer and Ri,j is a polynomial with
integer coefficients. We consider again with some large integer L the number
A = L

∏
(i,j)�∈Λ |di,j | and define for a polynomial P the polynomial P ∗(x) =

1
AP (Ax). The ∗-transform of the system (3.10) is again Q-independent (see the

proof of Proposition 3.2), so, by Weyl’s theorem, if (x1, . . . , xd) ∈ (0, 1)d is given,
then there is a subsequence M of the integers such that for m → ∞, m ∈ M
we have

P ∗
j (m) → xj (mod 1), j = 1, . . . , d, P ∗

λ (m) → 1

2
(mod 1), λ ∈ Λ.

By considering numbers of the form n = Am, m = 1, 2, . . . , and following the
steps in the proof of Propositions 3.2 and 3.5 we can conclude that the closure
of the (mod 1) taken sequence (3.9) includes the (mod 1) taken range of the
function

H(x1, . . . , xd) =
(
Ax1 + F1(· · · ) . . . , Axd + Fd(· · · )

)
for (x1, . . . , xd) ∈ [0, 1]d, where, for each of the variables of each Fi, the · · ·
stand for some integral linear combinations of x1, . . . , xd, 1/2. That this (mod 1)
taken range is [0, 1)d follows from Lemma 3.6 precisely as in the proof of Propo-
sition 3.5. �

139



VILMOS TOTIK

4. Uniform distribution

In this section we shall examine the uniform distribution of the sequences that
have been considered before. In the classical case Weyl’s theorems implies that
the conditions for density and uniform distribution are the same. We shall see
that when a periodic perturbation is present the situation is different: density is
always true (as we have seen in the preceding section), but this is not the case
for uniform distribution.

4.1. The scalar case

Let us start with the simplest possible situation.

����������� 4.1	 Let α be irrational and let f be a β-periodic continuous
function. Then the sequence {nα + f(n)}∞n=1 is uniformly distributed (mod 1)
if β is rational or 1, α, 1/β are rationally independent.

Let us mention that Proposition 4.1 is precise in the sense that if β is irrational
and 1, α, 1/β are rationally dependent, then there is a β-periodic continuous
function f such that the sequence {nα+ f(n)}∞n=1 is not uniformly distributed
(mod 1). See Proposition 5.1.

P r o o f. Set γ = 1/β and g(x) = f(βx). Then g is 1-periodic and nα+ f(n) =
{nα}+ g({nγ}) (mod 1).

Consider first the case when γ = 1/β is rational, say γ = p/q. Then for
n = mq + s, 0 ≤ s < q, we have

nα+ g(nγ) = {m(qα)}+ (
g(sγ) + sα

)
(mod 1),

and since here the second term on the right is independent of m and qα is
irrational, it follows from the uniform distribution of {m(qα)}∞m=1 (mod 1) that

the sequence
{
(mq+ s)α+ f

(
(mq+ s)

)}∞
m=1

is uniformly distributed (mod 1).

Since this is true for all 0 ≤ s < q, the (mod 1) uniform distribution of {nα +
f(n)}∞n=1 follows.

Let us now consider the case when 1, α, 1/β, i.e., 1, α, γ are rationally indepen-
dent. Then the vector sequence {(nα, nγ)}∞n=1 is uniformly distributed in [0, 1)2

(mod 1).

Let 0 < a < b < 1 be fixed, and for an 0 < ε < min{a, 1− b} let m be so large
that the oscillation4 of g over any interval of length < 1/m is smaller than ε.

4Here and in what follows, the oscillation of a function on a set is the difference of its supremum
and infimum on that set
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For s = 0, 1, . . . ,m− 1 and for an n consider the sets

K1,s =

{
1 ≤ k ≤ n kγ ∈

[
s

m
,
s+ 1

m

]
, kα ∈

[
a− g

( s

m

)
+ ε, b− g

( s

m

)
− ε

]}
,

and

K2,s =

{
1 ≤ k ≤ n kγ ∈

[
s

m
,
s+ 1

m

]
, kα ∈

[
a− g

( s

m

)
− ε, b− g

( s

m

)
+ ε

]}
,

where the relations are understood (mod 1). Since for

kγ ∈
[
s

m
,
s+ 1

m

]
(mod 1)

we have
g(kγ) ∈

[
g
( s

m

)
− ε, g

( s

m

)
+ ε

]
by the choice of m, it follows that for k ∈ K1,s we have kα + g(kγ) ∈ [a, b]
(mod 1), and on the other hand, if kγ ∈ [

s
m , s+1

m

]
and kα + g(kγ) ∈ [a, b]

(mod 1), then k ∈ K2,s. By the (mod 1) uniform distribution of the sequence
of vectors {(kα, kγ)}∞k=1 we have

#K1,s =
(
1 + o(1)

)
n
b − a− 2ε

m
, #K2,s =

(
1 + o(1)

)
n
b − a+ 2ε

m
,

hence it follows by summing these for all s = 0, 1, . . . ,m− 1 that

lim inf
n→∞

1

n
# {1 ≤ k ≤ n kα+ g(kγ) ∈ [a, b] (mod 1)} ≥ b− a− 2ε

and

lim sup
n→∞

1

n
# {1 ≤ k ≤ n kα+ g(kγ) ∈ [a, b] (mod 1)} ≤ b− a+ 2ε.

Since ε > 0 and 0 < a < b < 1 are arbitrary, the uniform distribution of {nα+
f(n)}∞n=1 (mod 1) follows. �

We shall need the extension of Proposition 4.1 to more than one term. To this
end, note that for an irrational α the condition “β is rational or 1, α, 1/β are
rationally independent” can be phrased as “α cannot be written as a rational
linear combination of 1 and 1/β”. It turns out that this is the right formulation
in the general case.

����������� 4.2	 Let α be irrational and let f1, . . . , fν be continuous periodic
functions with periods β1, . . . , βν . If α cannot be written as a rational linear
combination of the numbers 1, 1/β1, . . . , 1/βν , then the sequence {nα+f1(n)+ · · ·
· · ·+ fν(n)}∞n=1 is uniformly distributed (mod 1).
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This is best possible in the sense that if α and βj are given and α can be
written as a rational linear combination of the numbers 1, 1/β1, . . . , 1/βν , then
there are βj-periodic continuous functions fj for j = 1, . . . , ν, such that the
sequence nα + f1(n) + · · · + fν(n), n = 1, 2, . . . , is not uniformly distributed
(mod 1). See Proposition 5.1.

P r o o f. A large part of the proof has been already established in the preceding
proof.

Set γi = 1/βi and gi(x) = fi(βix). Then gi are 1-periodic and

nα+ f1(n) + · · ·+ fν(n) = {nα+ g1(nγ1) + · · ·+ gν(nγν)} (mod 1).

Select a maximal subset of γ1, . . . , γν that forms with 1 a rationally inde-
pendent set. We may assume that {γ1, . . . , γμ} is this maximal subset. Then,
by the assumption of the theorem, 1, α, γ1, . . . , γμ are rationally independent,
furthermore every γj with j > μ is a rational combination of the form

γj = dj +

μ∑
i=1

cj,iγi. (4.1)

Let q be a common multiple of the denominators of these dj . If k is of the form
k = ql + r, 0 ≤ r < q, then

kγj = rdj +

μ∑
i=1

cj,ikγi (mod 1),

and it is sufficient to show the uniform distribution in question along every
sequence Nr = {ql+ r}∞l=1 where 0 ≤ r < q is fixed.

For a large m partition [0, 1]μ by the hyperplanes xi = t/m, t = 1, . . . ,m− 1,
1 ≤ i ≤ μ, in Rμ into mμ little cubes Is, 1 ≤ s ≤ mμ. The image of such an Is
under the mapping

(x1, . . . , xμ) → rdj +

μ∑
i=1

cj,ixi (4.2)

(cf. (4.1)) is an interval Ij,s of length ≤ C/m.

Now let 0 < a < b < 1 be fixed, and for an 0 < ε < min{a, 1 − b} let m be
so large that the oscillation of g1(x1) + · · ·+ gμ(xμ) over any Is, as well as the
oscillation of each gj, j > μ, over any Ij,s is smaller than ε/2ν. Let, furthermore,

Qs = (Q1.s, . . . , Qμ,s) be an arbitrary point from Is, let Q̃j,s be the image of Qs

under the mapping (4.2), and set

Ts =

μ∑
i=1

gi(γiQi,s) +

d∑
j=ν+1

gj(γjQ̃j,s).
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For s = 1, . . . ,mμ consider the sets

K1,s = {1 ≤ k ≤ n, k ∈ Nr (kγ1, . . . , kγμ) ∈ Is, kα ∈ [a− Ts + ε, b− Ts − ε]} ,
and

K2,s = {1 ≤ k ≤ n, k ∈ Nr (kγ1, . . . , kγμ) ∈ Is, kα ∈ [a− Ts − ε, b− Ts + ε]} ,
where the relations are understood (mod 1). Exactly as in the preceding proof,
by the choice of m, it follows that for k ∈ K1,s we have

kα+ g1(γ1k) + · · ·+ gν(γνk) ∈ [a, b] (mod 1), (4.3)

and on the other hand, if (kγ1, . . . , kγμ) ∈ Is and (4.3) is true, then k ∈ K2,s.
By the (mod 1) uniform distribution of the sequence of vectors

{(kα, kγ1, . . . , kγμ)}∞k=1, k∈Nr

(which follows from the rational independence of (1, α, γ1, . . . , γμ)), we have

#K1,s =
(
1 + o(1)

)
n
b − a− 2ε

q ·mμ
, #K2,s =

(
1 + o(1)

)
n
b − a+ 2ε

q ·mμ
.

It follows by summing these for all s = 1, . . . ,mμ that

lim inf
n→∞

q

n
# {1 ≤ k ≤ n, k ∈ Nr kα+ g1(γ1k) + · · ·+ gν(γνk) ∈ [a, b] (mod 1)}

≥ b− a− 2ε
and
lim sup
n→∞

q

n
# {1 ≤ k ≤ n, k ∈ Nr kα+ g1(γ1k) + · · ·+ gν(γνk) ∈ [a, b] (mod 1)}

≤ b− a+ 2ε.

Since ε > 0 and 0 < a < b < 1 are arbitrary and since there are n/q + O(1)
numbers k ∈ Nr with 1 ≤ k ≤ n, the uniform distribution of

{kα+ g1(γ1k) + · · ·+ gν(γνk)}∞k=1, k∈Nr

(mod 1) follows. �

Next we state a somewhat more general form (but actually, since the number ν
of terms in Proposition 4.2 is arbitrary, and since, by Weierstrass theorem, every
periodic continuous function of several variables can be uniformly approximated
by trigonometric polynomials of the same variables, one can show that this
seemingly more general form is equivalent to Proposition 4.2).

����������� 4.3	 Let α be irrational and let F be a continuous function of the
variables x1, . . . , xν which is periodic in each variable with periods β1, . . . , βν ,
respectively. If α cannot be written as a rational linear combination of the num-
bers 1, 1/β1, . . . , 1/βν, then the sequence {nα + F (n, . . . , n)}∞n=1 is uniformly
distributed (mod 1).
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In particular, if
F (x1, . . . , xν) = f1(x1) + · · ·+ fν(xν),

where each fj is a continuous periodic function of period βj , then we obtain
Proposition 4.2.

P r o o f. We follow the preceding proof.

Set
γi = 1/βi and G(x1, . . . , xν) = F (β1x1, . . . , βνxν).

Then G is 1-periodic in each variable and

nα+ F (n, . . . , n) =
{
nα+G({nγ1}, . . . , {nγν})

}
(mod 1).

Select again a maximal subset of γ1, . . . , γν that forms with 1 a rationally
independent set. We may assume that {γ1, . . . , γμ} is this maximal subset. Then,
by the assumption of the theorem, 1, α, γ1, . . . , γμ are rationally independent,
furthermore every γj with j > μ is a rational combination of the form (4.1).
For a large m partition [0, 1]μ by the hyperplanes xi = t/m, t = 1, . . . ,m − 1
in Rμ into mμ little cubes Is, 1 ≤ s ≤ mμ, as before. The image of such an Is
under the mapping (4.2) (cf. (4.1)) is again an interval Ij,s of length ≤ C/m.

Now for fixed 0 < a < b < 1 and for an 0 < ε < min{a, 1−b} let m be so large
that the oscillation of G over any set of diameter ≤ Cν/m is smaller than ε/2.

Let furthermore, Qs = (Qs,1, . . . , Qs,μ) be an arbitrary point from Is, let Q̃j,s

be the image of Qs under the mapping (4.2), and set

Ts = G(γ1Qs,1, . . . , γμQs,μ, γμ+1Q̃μ+1,s, . . . , γνQ̃ν,s).

With these modifications for the sets

K1,s = {1 ≤ k ≤ n, k ∈ Nr (kγ1, . . . , kγμ) ∈ Is, kα ∈ [a− Ts + ε, b− Ts − ε]} ,
and

K2,s = {1 ≤ k ≤ n, k ∈ Nr (kγ1, . . . , kγμ) ∈ Is, kα ∈ [a− Ts − ε, b− Ts + ε]} ,
(where the relations are understood (mod 1)) we get again that for k ∈ K1,s

we have kα + G(γ1k, · · · , γνk) ∈ [a, b] (mod 1), and on the other hand,
if (kγ1, . . . , kγμ) ∈ Is and kα+G(γ1k, · · · , γνk) ∈ [a, b] (mod 1), then k ∈ K2,s.
By the (mod 1) uniform distribution of the sequence of vectors {(kα, kγ1, . . .
. . . , kγμ)}∞k=1, k∈Nr

(which is a consequence of the rational independence

of (1, α, γ1, . . . , γμ)), we get again

#K1,s =
(
1 + o(1)

)
n
b − a− 2ε

q ·mμ
, #K2,s =

(
1 + o(1)

)
n
b − a+ 2ε

q ·mμ
,

and from here the uniform distribution of

{kα+G(kγ1, · · · , kγν)}∞k=1, k∈Nr
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(mod 1) for each 0 ≤ r < q follows as before, and this proves Proposition 4.3.
�

4.2. The polynomial case

Now we extend Proposition 4.3 to the polynomial case. As before, we may
assume without loss of generality that the polynomials we are dealing with are
without constant term.

����������� 4.4	 Let P0, P1, . . . , Pd be polynomials without constant terms and
let F be a continuous function of variables x1, . . . , xν which is periodic in each
variable with periods β1, . . . , βν , respectively. If P0 cannot be written as a rational
linear combination of the polynomials P1/β1, . . . , Pd/βd and of a polynomial with
rational coefficients, then the sequence{

P0(n) + F
(
P1(n), · · · , Pd(n)

)}∞
n=1

(4.4)

is uniformly distributed (mod 1).

Note that Proposition 4.3 is the special case of this when P0(x) = αx and
Pj(x) = x for all other j.

In particular, if
F (x1, . . . , xν) = f1(x1) + · · ·+ fν(xν),

where each fj is a continuous periodic function of period βj , then under the
conditions of the theorem the (mod 1) uniform distribution of the sequence{

P0(n) + f1
(
P1(n)

)
+ · · ·+ fν

(
Pν(n)

)}∞
n=1

follows. In Proposition 5.2 we shall show that this is best possible in the sense
that if P0, P1, . . . , Pν are given and P0 can be written as a rational linear com-
bination of the polynomials P1/β1, . . . , Pν/βν and of a polynomial with rational
coefficients, then there are continuous functions fj of period βj , 1 ≤ j ≤ ν, such
that the sequence

P0(n) + f1
(
P1(n)

)
+ · · ·+ fd

(
Pν(n)

)
, n = 1, 2, . . . ,

is not uniformly distributed (mod 1).

P r o o f. The proof is almost identical to that of Proposition 4.2. Indeed, as there
set γi = 1/βi and

G(x1, . . . , xν) = F (β1x1, . . . , βνxν).

Then F
(
P1(n), . . . , Pν(n)

)
= G

(
γ1P1(n), . . . , γνPν(n)

)
. Select a maximal subset

of γ1P1, . . . , γνPν for which no non-trivial linear combination with integer co-
efficients produces a polynomial with integer coefficients. We may assume that
γ1P1, . . . , γμPμ is this maximal subset. Then, by the assumption of the theorem,
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P0, γ1P1, . . . , γμPμ is Q-independent (see Definition 2.1), but every γjPj with
j > ν is a combination of the form

γjPj(x) = Rj(x) +

μ∑
i=1

cj,iγiPi(x), (4.5)

where the cj,i are rationals and Rj has rational coefficients. Let q be a common
multiple of the denominators of all the coefficients in all Rj , μ < j ≤ ν. It is suf-
ficient to verify the uniform distribution of each subsequence of (4.4) for which
the indices n belong to Nr = {ql+ r}∞l=1 with a fixed 0 ≤ r < q. If k = ql + r is
such an index, then

γjPj(k) = Rj(r) +

μ∑
i=1

cj,iγiPi(k) (mod 1),

and on the right Rj(r) is independent of l = 1, 2, . . . This Rj(r) plays the role
of rdj in (4.2). Since P0, γ1P1, . . . , γμPμ are Q-independent, it follows that the
polynomials P0(qx + r), γ1P1(qx + r) . . . , γμPμ(qx + r) are also Q-independent
(note that if a polynomial R has rational coefficients then so does R

(
(y−r)/q

)
).

Hence Weyl’s theorem ensures that the sequence(
P0(k), γ1P1(k), . . . , γμPμ(k)

)
, k = ql + r, l = 1, 2, . . . ,

of vectors is uniformly distributed (mod 1) on [0, 1)ν+1. This is an analogue
of the uniform distribution of the sequence {(kα, nγ1, . . . , kγμ)}∞k=1, k∈Nr

in the

preceding proof (while (4.5) is an analogue of (4.1)), and by replacing the latter
by the previous one, that proof goes through without much change. �

4.3. The vector case

Now we shall consider the vector case, namely the uniform distribution of vec-
tor sequences of the form{(

nα1 + f1(n), . . . , nαd + fd(n)
)}∞

n=1
(4.6)

(mod 1), where the fi are continuous periodic functions. To this end we introduce
the following definition.


��������� 4.5	 We say that a system (α1, β1), . . . , (αd, βd) of number pairs
is totally Q-independent, if for any non-empty subset Λ ⊂ {1, . . . , d} it is true,
that if aλ, λ ∈ Λ, are nonzero integers, then the number

∑
λ∈Λ aλαλ cannot be

written as a rational linear combination of the numbers 1, βλ, λ ∈ Λ.

As an example consider the pairs (
√
2,
√
3), (

√
3, π), (π2,

√
2). This is easily

seen to be totally Q-independent, though α1 + α2 =
√
2 +

√
3 = β1 + β3 (note

that total Q-independence requires that α1 + α2 =
√
2 +

√
3 should not be a

rational linear combination of β1 =
√
2 and β2 = π — we cannot use in this

combination β3).
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����������� 4.6	 Let f1, . . . , fd be continuous periodic functions with peri-
ods β1, . . . , βd. If (α1, 1/β1), . . . , (αd, 1/βd) are totally Q-independent, then the
sequence (4.6) is uniformly distributed on [0, 1)d (mod 1).

In Proposition 5.3 we shall show that one cannot do more than Proposi-
tion 4.6, for uniform distribution is not true (for some functions fj of period βj)
if (α1, 1/β1), . . . , (αd, 1/βd) are not totally Q-independent.

P r o o f. By Weyl’s criterion, a sequence

(v1,n, . . . , vd,n), n = 1, 2, . . . , (4.7)

of vectors is uniformly distributed on [0, 1)d (mod 1) precisely if for all integers
a1, . . . , ad,

∑
a2j > 0, the sequence of numbers

a1v1,n + · · ·+ anvd,n, n = 1, 2, . . . , (4.8)

is uniformly distributed on [0, 1) (mod 1). Apply this to vj,n = αjn + fj(n).
If in the combination the non-zero aj are aλ, λ ∈ Λ, then we need to prove the
(mod 1) uniform distribution on [0, 1) of the sequence(∑

λ∈Λ

aλαλ

)
n+

∑
λ∈Λ

aλfλ(n), n = 1, 2, . . . ,

which follows from Proposition 4.2 because, by totalQ-independence,
∑

λ∈Λaλαλ

cannot be written as a rational linear combination of the numbers 1, 1/βλ,
λ∈Λ. �

We can state a more general form of the preceding proposition. To this end
we introduce the following definition.


��������� 4.7	 We say that a system

(α1, β1,1, . . . , β1,ν), . . . , (αd, βd,1, . . . , βd,ν)

of (ν+1)-tuples of numbers is totallyQ-independent, if for any non-empty subset
Λ ⊂ {1, . . . , d} it is true, that if aλ, λ ∈ Λ, are nonzero integers, then the number∑

λ∈Λ aλαλ cannot be written as a rational linear combination of the numbers
1, βλ,j, λ ∈ Λ, 1 ≤ j ≤ ν.

����������� 4.8	 Let F1, . . . , Fd be continuous periodic functions of ν variables
such that Fi is periodic in the jth variable with period βi,j . If

(α1, 1/β1,1, . . . , 1/β1,ν), . . . , (αd, 1/βd,1, . . . , 1/βd,ν)

are totally Q-independent, then the sequence{(
nα1 + F1(n, . . . , n), . . . , nαd + Fd(n, . . . , n)

)}∞
n=1

(4.9)
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of vectors is uniformly distributed on [0, 1)d (mod 1).

P r o o f. Just follow the proof of Proposition 4.6. In this case we apply Weyl’s cri-
terion to a linear combination

∑
j ajvj,n with vj,n = αjn+Fj(n, . . . , n). If in the

combination the non-zero aj are aλ, λ ∈ Λ, then we need to prove the (mod 1)
uniform distribution on [0, 1) of the sequence(∑

λ∈Λ

aλαλ

)
n+

∑
λ∈Λ

aλFλ(n, . . . , n), n = 1, 2, . . . ,

which follows from Proposition 4.3 because, by totalQ-independence,
∑

λ∈Λaλαλ

cannot be written as a rational linear combination of the numbers

1, 1/βλ,j, λ ∈ Λ, 1 ≤ j ≤ ν.

Indeed, if, say, Λ = {1, . . . , κ} (which we may assume), then one should replace
ν in Proposition 4.3 by κν and apply Proposition 4.3 to the function

F (x1, . . . , xκν)=F1(x1, . . . , xν)+F2(xν+1, . . . , x2ν)+· · ·+Fκ(x(κ−1)ν+1, . . . , xκν)

which is βi,j-periodic in the variable x(i−1)ν+j. �

The polynomial version of Proposition 4.6 is our next result.


��������� 4.9	 We say that a system

(P1, P1,1, . . . , P1,ν), . . . , (Pd, Pd,1, . . . , Pd,ν)

of polynomial (ν + 1)-tuples is totally Q-independent, if for any non-empty
subset Λ ⊂ {1, . . . , d} it is true, that if aλ, λ ∈ Λ are nonzero integers, then the
polynomial

∑
λ∈Λ aλPλ cannot be written as a linear combination with rational

coefficients of the polynomials Pλ,j , λ ∈ Λ, 1 ≤ j ≤ ν, and of a polynomial with
integer coefficients.

The most general result on distribution in this paper is the following.

������� 4.10	 Let F1, . . . , Fd be continuous functions of ν variables such that
each Fi is periodic in each of its variables with periods βi,1, . . . , βi,ν , respectively.
Let furthermore, P1, . . . , Pd and Pi,j, 1 ≤ i ≤ d, 1 ≤ j ≤ ν, be polynomials
without constant terms. If the system

(P1, P1,1/β1,1, . . . , P1,ν/β1,ν), . . . , (Pd, Pd,1/βd,1, . . . , Pd,ν/βd,ν)

is totally Q-independent, then the sequence(
P1(n)+F1

(
P1,1(n), . . . , P1,ν(n)

)
, . . . , Pd(n)+Fd

(
Pd,1(n), . . . , Pdν(n)

))
, (4.10)

n = 1, 2, . . . , of vectors is uniformly distributed on [0, 1)d (mod 1).

See Proposition 5.4 for the sharpness of this theorem.
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P r o o f. The claim follows from Proposition 4.4 exactly as Proposition 4.6
resp., 4.8 followed from Proposition 4.2 resp., Proposition 4.6, just use again
that uniform distribution of a sequence (4.7) is equivalent to the uniform distri-
bution of all the sequences (4.8), and apply Proposition 4.4. �

5. Exactness of the conditions for uniform distribution

In this section we show that the conditions for uniform distribution set forth
in the preceding section are exact. Let us start by showing that the conditions
in Proposition 4.1 and Proposition 4.2 cannot be relaxed.

����������� 5.1	 If α and β1, . . . , βν are given and α can be written as a
rational linear combination of the numbers 1, 1/β1, . . . , 1/βν , then there are
βj-periodic continuous functions fj for j = 1, . . . , ν, such that the sequence
nα+ f1(n) + · · ·+ fν(n), n = 1, 2, . . . , is not uniformly distributed (mod 1).

This proposition does not tell us if, in the case when uniform distribution
does not happen, the sequence has a distribution or not. We shall briefly discuss
that question in the next section.

P r o o f o f P r o p o s i t i o n 5.1. First of all, we may assume that α is irra-
tional, for otherwise the claim is trivial by setting fj ≡ 0.

Let γj = 1/βj. By the assumption there are integers q > 0 and p0, p1 . . . , pd
such that

α+

ν∑
j=1

pj
q
γj =

p0
q
. (5.1)

Multiply this equality by n and write each number on the left as its integral and
fractional part to obtain

[nα] + {nα}+
ν∑

j=1

pj
q
([nγj ] + {nγj}) = p0

q
,

from which we can see that

{nα}+
ν∑

j=1

pj
q
{nγj} =

s

q
,

where s is an integer. Since on the left we have a linear combination of numbers
lying in [0, 1), actually

|s| < |q|+ |p1|+ · · ·+ |pν | =: M.
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Therefore, for every N there is an integer t ∈ [−M,M ] such that for at least
N/(2M + 1) of the numbers 1 ≤ n ≤ N we have

{nα}+
ν∑

j=1

pj
q
{nγj} =

t

q
, (5.2)

and we may assume that t is the same for infinitely many N .

Let ε > 0 be a small number. Since α is irrational, by the uniform distribution
of the sequence {nα}, n = 1, 2, . . . , for large N at least (1−2ε)N of the numbers
{nα}, n = 1, 2, . . . , N , belong to [0, 1 − ε]. In a similar vein, if for some j the
number γj is irrational, then for large N at least (1 − 2ε)N of the numbers
{nγj}, n = 1, 2, . . . , N , belong to [0, 1− ε]. On the other hand, if γj is rational,
then for small ε > 0 all the numbers {nγj}, n = 1, 2, . . . , N , belong to [0, 1− ε].
Thus, for at least (1 − 2(ν + 1)ε)N of the numbers 1 ≤ n ≤ N these relations
hold simultaneously. Choose N sufficiently large so that all these are satisfied.
If, in addition, 2(ν + 1)ε < 1/2(2M + 1), then aut of these ≥ (1 − 2(ν + 1)ε)N
numbers 1 ≤ n ≤ N at least N/2(2M + 1) also satisfy (5.2) (recall that (5.2)
was true for at least N/(2M + 1) of the 1 ≤ n ≤ N).

Let now gj , j = 1, . . . , ν, be 1-periodic continuous functions such that

gj(x) =
pj
q
x for x ∈ [0, 1− ε].

In view of (5.2), for at least N/2(2M + 1) of the numbers 1 ≤ n ≤ N we have

nα+

d∑
i=1

gi(nγi) =
t

q
(mod 1),

and since this is true for infinitely manyN , it follows that the numbers on the left
for n = 1, 2, . . . are not uniformly distributed (mod 1) (the uniform distribution
does not have point masses).

We can complete the proof by setting fj(x) = gj(γjx) = gj(x/βj) �

Next we show that the condition given in Proposition 4.4 is sharp.

����������� 5.2	 If the numbers β1, . . . , βν and the polynomials P0, P1, . . . , Pν

are given and P0 can be written as a rational linear combination of the polyno-
mials P1/β1, . . . , Pν/βν and of a polynomial with rational coefficients, then for
j = 1, . . . , ν there are periodic continuous functions fj of period βj such that
sequence

P0(n) + f1
(
P1(n)

)
+ · · ·+ fν

(
Pν(n)

)
, n = 1, 2, . . . ,

is not uniformly distributed (mod 1).
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P r o o f. The proof is almost identical to that of Proposition 5.1. We may assume
that P0 has an irrational coefficient (otherwise just setfj ≡ 0).

Now start with a relation

P 0(x) +

d∑
j=1

pj
q
Pj(x)γj =

p0
q
Rj(x), (5.3)

where γj = 1/βj and Rj is a polynomial with integer coefficients. This is an
analogue of (5.1), and from here proceed as we reasoned from (5.1). We only
need to mention that since P0 has at least one irrational coefficient, by Weyl’s
theorem, for large N , at least (1−2ε)N of the numbers {P0(n)}, n = 1, 2, . . . , N ,
belong to [0, 1 − ε], and similarly, if for some j the polynomial Pjγj has an ir-
rational coefficient, then for large N at least (1−2ε)N of the numbers {Pj(n)γj},
n = 1, 2, . . . , N , belong to [0, 1 − ε]. On the other hand, if all coefficients
of Pjγj are rational, then for sufficiently small ε > 0 all the numbers {Pj(n)γj},
n = 1, 2, . . . , N , belong to [0, 1− ε]. �

The conditions set forth in the vector case in Proposition 4.6 are also best
possible:

����������� 5.3	 Let α1, . . . , αd and β1, . . . , βd be given numbers. If the pairs
(α1, 1/β1), . . . , (αd, 1/βd) are not totally Q-independent, then there are
βj-periodic continuous functions fj such that the sequence (4.6) is not uniformly
distributed (mod 1) on [0, 1)d.

P r o o f. We may assume that 1, α1, . . . , αd are rationally independent (if this
is not the case, then for fj ≡ 0 the sequence (4.6) is not uniformly distributed
by Weyl’s theorem).

By assumption there is a non-empty set Λ ⊂ {1, . . . , d} and non-zero integers
aλ, λ ∈ Λ, such that ∑

λ∈Λ

aλαλ +
∑
λ∈Λ

pλ
q
γλ =

p0
q

(5.4)

where γλ = 1/βλ and pλ, q, p0 are integers. This is an analogue of (5.2), and if we
follow the reasoning after (5.2) (note that we can, since

∑
λ aλαλ is irrational

by the rational independence of 1, α1, . . . , αd), then we obtain that there are
continuous functions hλ of period βλ such that the sequence(∑

λ∈Λ

aλαλ

)
n +

∑
λ∈Λ

hλ(n), n = 1, 2, . . . ,

is not (mod 1) uniformly distributed.
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If we set fλ = hλ/aλ, then it follows that the numerical sequence(∑
λ∈Λ

aλαλ

)
n+

∑
λ∈Λ

aλfλ(n), n = 1, 2, . . . ,

is not (mod 1) uniformly distributed on [0, 1). But then, by Weyl’s theorem,
the vector sequence (4.6) (where, say, we set fj ≡ 0 if j �∈ Λ) is not uniformly
distributed (mod 1) in [0, 1)d, either. �

Finally, we show that Theorem 4.10 is sharp. For simplicity we shall formulate
the sharpness only for the case when the functions Fi are of a single variable.

������� 5.4	 Let β1, . . . , βd be given numbers and let Q1, . . . , Qd and P1, . . . , Pd

be given polynomials without constant terms. If the system of polynomial pairs
(Q1, P1/β1), . . . , (Qd, Pd/βd) is not totally Q-independent, then there are con-
tinuous periodic functions fj of period βj , 1 ≤ j ≤ d, such that the sequence{(

Q1(n) + f1
(
P1(n)

)
, . . . , Qd(n) + fd

(
Pd(n)

))}∞

n=1
(5.5)

is not uniformly distributed (mod 1) on [0, 1)d.

P r o o f. We may assume that Q1, . . . , Qd are Q-independent (otherwise, set
fj ≡ 0 and apply Weyl’s theorem).

By assumption there is a non-empty set Λ ⊂ {1, . . . , d} and non-zero integers
aλ, λ ∈ Λ, such that with γλ = 1/βλ we have∑

λ∈Λ

aλQλ(x) +
∑
λ∈Λ

pλ
q
Pλ(x)γλ =

p0
q
R(x),

where p0, pλ, q are integers and the polynomial R has integer coefficients.
This is now an analogue of (5.4) and (5.3), and from here the reasoning is the
same that was given after (5.4) (taking into account the necessary modifications
in the polynomial case as were given after (5.3) and taking also into account
that

∑
aλQα has an irrational coefficient since Q1, . . . , Qd are Q-independent)

by Proposition 5.2 there are continuous functions hλ of period βλ such that
the sequence (∑

λ∈Λ

aλQλ(n)

)
+

∑
λ∈Λ

hλ

(
Pλ(n)

)
, n = 1, 2, . . . ,

is not (mod 1) uniformly distributed. Now set fλ = hλ/aλ, and complete the
proof as in Proposition 5.3. �
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6. Density and distribution on the torus

In this section we change somewhat our perspective. So far we have considered
modulo 1 values as fractional parts on the interval [0, 1). But we can consider
them also on the torus R/Z, i.e., when we identify the points 0 and 1 in [0, 1].
All our results so far on the (mod 1) density and uniform distribution hold also
on the torus without any change. Until now we have been considering sequences
(or vector sequences) of the form

P0(0) + F
(
P1(n), . . . , Pν(n)

)
, n = 1, 2, . . . , (6.1)

where, in some cases, F was allowed to be almost periodic. If we only restrict
our attention only to periodic F , then it is natural to work with mappings
G : (R/Z)ν → R/Z (or with G : (R/Z)ν → (R/Z)d in the vector case) and
consider sequences

G
(
P1(n), . . . , Pν(n)

)
, n = 1, 2, . . . (6.2)

on R/Z (or on (R/Z)d in the vector case), which leads to a somewhat more
general setting. Indeed, if the F in (6.1) is periodic in each variable with periods
β1, . . . , βν , respectively, then by setting

G(x0, x1, . . . , xν) = x0 + F (β1x1, . . . , βνxν), (x0, x1, . . . , xν) ∈ (R/Z)ν+1,
(6.3)and

P ∗
j (x) = Pj(x)/βj ,

we have

P0(0) + F
(
P1(n), . . . , Pν(n)

)
= G

(
P0(n), P

∗
1 (n), . . . , P

∗
ν (n)

)
(mod 1),

so (6.2) include, indeed, (mod 1) sequences of the form (6.1).

Any function G : (R/Z)ν → R/Z can also be considered as a function
G : Rν → R/Z by stipulating G(x1, . . . , xν) := G({x1}, . . . , {xν}), and this is
indeed how we interpreted the values in (6.2). The torus R/Z can also be iden-
tified with the unit circle under the mapping x → e2πix. This allows us to speak
of the rotation (or winding) number w of a continuous mapping g : R/Z → R/Z
which is defined as the total change of the argument in e2πig(x) as x runs trough
the interval [0, 1]. Intuitively, w tells us how many times e2πig(x) circles the
origin as e2πix makes one full circle in the positive (counterclockwise) direction.
For example, if m is an integer, then the mapping x → mx has rotation num-
ber m, and all g : R/Z → R/Z with rotation number m is homotope with the
mapping x → mx.

If G := (R/Z)ν → R/Z is continuous and we fix x2, . . . , xν , then g(x1) =
G(x1, x2, . . . , xν) is a mapping from R/Z into itself, and let w1 be its rota-
tion number. Since this is an integer which changes continuously as we change
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x2, . . . , xν continuously, it follows that w1 is independent of how x2, . . . , xν are
fixed, and we call w1 the rotation number of G with respect to x1. The rota-
tion number wj with respect the variable xj, 2 ≤ j ≤ ν, is defined similarly.
For example, the mapping G in (6.3) has rotation number w0 = 1 with respect
to the variable x0 and (because of the periodicity of the function F ) rotation
number 0 (wj = 0) with respect to all other variables xj , 1 ≤ j ≤ ν.

6.1. Density on the torus

With the just given definitions we are now ready to extend Proposition 3.4
(at least for periodic functions).

����������� 6.1	 Let G := (R/Z)ν → R/Z be a continuous function with
rotation numbers w1, . . . , wν , respectively, and let P1, . . . , Pν be arbitrary poly-
nomials without constant terms. If w1P1+ · · ·+wνPν has at least one irrational
coefficient, then the sequence{

G
(
P1(n), . . . , Pν(n)

)}∞

n=1
(6.4)

is dense in R/Z.

Note that this is exact in the following sense: if all coefficients of w1P1+ · · ·+
wνPν are rational, then for

G(x1, . . . , xν) = w1x1 + · · ·+ wνxν

(which clearly has rotation numbers w1, . . . , wν), the sequence in (6.4) is not
dense in R/Z (for it has only finitely many different terms).

P r o o f o f P r o p o s i t i o n 6.1. The claim easily follows from Proposition 3.4.
In fact, let

F (x1, . . . , xν) = G(x1, . . . , xν)− (w1x1 + · · ·+ wνxν).

Since all rotation numbers of this F are zero, F (considered as a function from
Rν to R) is a 1-periodic function in each of its variable. Furthermore, if we set

P0 := w1P1 + · · ·+ wνPν ,
then for all n we have

G
(
P1(n), . . . , Pν(n)

)
= P0(n) + F

(
P1(n), . . . , Pν(n)

)
,

hence the claim in the proposition is a consequence of Proposition 3.4. �

In a similar vein, one can obtain the vector case.

154



WEYL’S UNIFORM DISTRIBUTION UNDER PERIODIC PERTURBATION

������� 6.2	 Let Gi(xi,1, . . . xi,ν), 1 ≤ i ≤ d, be continuous functions of ν
variables on R/Z, and let Pi,j, 1 ≤ j ≤ ν, 1 ≤ i ≤ d, be polynomials without
constant terms. If the rotation number of Gi with respect to the variable xi,j is
wi,j and if the polynomials

Pi = wi,1Pi,1 + · · ·+ wi,νPi,ν , i = 1, . . . , d, (6.5)

are Q-independent, then the sequence of vectors(
Gi

(
Pi,1(n), . . . , Pi,ν(n)

))d

i=1
, n = 1, 2, . . . (6.6)

is dense in (R/Z)d.

This is exact again, for if the polynomials (6.5) are not Q-independent, i.e.,
some linear combination of them with rational coefficients has rational coeffi-
cients, then for

Gi(xi,1, . . . , xi,ν) = wi,1xi,1 + · · ·+ wi,νxi,ν, i = 1, . . . , d,

the sequence (6.6) is not dense in (R/Z)d by Weyl’s theorem.

P r o o f. If we set

Fi(xi,1, . . . , xi,ν) = Gi(xi,1, . . . , xi,ν)− (wi,1xi,1 + · · ·+ wi,νxi,ν),

then the claim follows from Theorem 3.7 exactly as we deduced Proposition 6.1
from Proposition 3.4. �

6.2. Existence of distribution

We have seen that when considering the Weyl theory with periodic per-
turbations, we do not always get uniform distribution. This raises the ques-
tion if in those cases the distribution of the sequences in question exist at all.
We shall see that the answer depends on if we work on the torus or on [0, 1)
with fractional parts.

Let X1, X2, . . . be a sequence on the torus (R/Z)d. We say that this sequence
has distribution σ if for every continuous function f : (R/Z)d → R we have

lim
n→∞

1

n

n∑
k=1

f(Xk) =

∫
fdσ. (6.7)

An equivalent formulation is that for a dense set5 of 0 < ai < bi < 1, 1 ≤ i ≤ d,
we have

lim
n→∞#

{
1 ≤ k ≤ n Xk ∈

d∏
i=1

[ai, bi]

}
= σ

(∏
i=1

[ai, bi]

)
. (6.8)

5In fact, for all ai, bi for which the boundary of the box
∏d

i=1[ai, bi] has zero σ-measure.
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Uniform distribution is when σ is the Haar measure on (R/Z)d (which is the
d-fold product of the normalized arc measure on the unit circle). In proving the
existence of such a σ it is sufficient to show that the limit

Lf := lim
n→∞

1

n

n∑
k=1

f(Xk)

exists for all such f , for then Lf is clearly a positive linear functional and the
Riesz representation theorem (cf. [4, Theorem 2.14]) gives (6.7) with some mea-
sure σ.

Now on the torus the existence of the distribution for polynomial sequences
holds in all situations.

������� 6.3	 Let G1, . . . , Gd be continuous mappings of (R/Z)ν into R/Z,
and let Pi,j, 1 ≤ i ≤ d, 1 ≤ j ≤ ν, be arbitrary polynomials. Then the sequence(

G1

(
P1,1(n), . . . , P1,ν(n)

)
, . . . , Gd

(
Pd,1(n), . . . , Pd,ν(n)

))∞

n=1

of vectors has a distribution.

P r o o f. By introducing (d − 1)ν dummy variables in each Gi (and hence re-
placing ν by νd) and by listing Pi,j into a single sequence Pj it is sufficient to
consider the case when Pi,j does not depend on i, i.e., it is sufficient to consider
sequences of the form(

G1

(
P1(n), . . . , Pν(n)

)
, . . . , Gd

(
P1(n), . . . , Pν(n)

))∞

n=1
.

As before, we may assume that each Pj is without a constant term. Choose
a maximal Q-independent subset of P1, . . . , Pν . We may assume that this is
P1, . . . , Pμ for some μ, and first consider the case when μ ≥ 1. Every Pj , μ <
j ≤ ν, can be expressed as

Pj = Rj +

μ∑
s=1

cs,jPs,

where the cs,j and the coefficients of the polynomial Rj are rational numbers.
Choose an integer q > 0 such that every qcs,j is an integer, and all coefficients
of all qRj are integers. It is sufficient to show that the distribution of every
subsequence(

G1

(
P1(k), . . . , Pν(k)

)
, . . . , Gd

(
P1(k), . . . , Pν(k)

))∞

k=1, k∈Nr

exists, where Nr = {k k = ql + r}∞l=1 and 0 ≤ r < q is a fixed integer.
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If k ∈ Nr, then
Pj(k) = Rj(r) +

μ∑
s=1

cs,jPs(k) (mod 1),

so if

G∗
i (x1, . . . , xμ) = Gi

(
x1, . . . , xμ, Rμ+1(r)+

μ∑
s=1

cs,μ+1xs, . . . , Rν(r)+

μ∑
s=1

cs,νxs

)
,

then
Gi

(
P1(k), . . . , Pν(k)

)
= G∗

i

(
P1(k), . . . , Pμ(k)

)
for all i.

Now if f is any continuous function on (R/Z)d and we set

f∗(x1, . . . , xμ) = f
(
G∗

1(x1, . . . , xμ), . . . , G
∗
d(x1, . . . , xμ)

)
,

then we have to show the existence of the limit

lim
n→∞

q

n

n∑
k=1, k∈Nr

f∗(P1(k), . . . , Pμ(k)
)
.

Since, byWeyl’s theorem,
{(

P1(k), . . . , Pμ(k)
)}∞

k=1, k∈Nr
is uniformly distributed

in (R/Z)μ (a consequence of theQ-independence of the polynomials P1, . . . , Pμ
6),

the preceding limit exists (and is actually
∫
f∗dσ where σ is the Haar measure

on (R/Z)μ).

If μ = 0, i.e., when all Pi have rational coefficients, then for a q for which all
qPj have integer coefficients and for k = ql+ r we have Pj(k) = Pj(r) (mod 1),
i.e.,

(
P1(k), . . . , Pν(k)

)
is a constant vector in (R/Z)ν for k ∈ Nr, from which

the claim in the theorem immediately follows. �

Finally, we show that the situation is different if we consider distribution
not on the torus R/Z, but the distribution of the fractional parts (that belong
to [0, 1)). The following proposition shows that in this case the distribution may
not exist in very simple situations.

����������� 6.4	 Let α be irrational. Then there is a 1/α-periodic continu-
ous function f such that the distribution of the fractional parts {nα + f(n)},
n = 1, 2, . . . , does not exist.

The non-existence of the distribution in this case will mean that for all
b ∈ [7/8, 15/16] the limit

lim
n→∞

1

n
#{1 ≤ k ≤ n {kα+ f(k)} ∈ [0, b]}

does not exist.

6Note that any Q-dependence of Pj(qx + r), 1 ≤ j ≤ μ, would automatically extend to a

Q-dependence of P1, . . . , Pμ
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Recall, however, that if f is β-periodic for some irrational β and 1, α and β
are rationally independent, then this phenomenon cannot happen since then
the fractional parts {nα + f(n)}, n = 1, 2, . . . , are uniformly distributed (see
Proposition 4.1).

P r o o f o f P r o p o s i t i o n 6.4. It will be sufficient to construct a 1-periodic
function h for which the sequence {nα+h(nα)}, n = 1, 2, . . . , of fractional parts
has no distribution on [0, 1), for then f(x) := h(αx) is suitable in Proposition 6.4.

Let xm = {mα}, and S = {xm}∞m=1. Let h0 be the 1-periodic continuous
function for which

h0(x) =

⎧⎪⎨
⎪⎩

−x x ∈ [0, 1/2],

−1/2 + 2(x− 1/2), x ∈ (1/2, 3/4],

0, x ∈ (3/4, 1).

Then

x+ h0(x) =

⎧⎪⎨
⎪⎩

0, x ∈ [0, 1/2],

3(x− 1/2), x ∈ (1/2, 3/4],

x, x ∈ (3/4, 1).

For k = 0, 1, . . . we shall define a 1-periodic continuous function hk and numbers
Mk−1 < Nk < Mk, where −1/16 < hk+1 ≤ hk will be true for all k, and hk+1

will be obtained from hk by modifying hk on certain finitely many disjoint open
intervals (ak,s, bk,s) ⊂ (0, 1/2), s ∈ Lk, over which hk(x) = −x. The modification
will be done with the ”triangle” function

χk,s(x) =

⎧⎪⎨
⎪⎩

ak,s − x, x ∈ (ak,s, ck,s],

x− bk,s, x ∈ (ck,s, bk,s),

0, elsewhere in [0, 1),

where ck,s is the midpoint of (ak,s, bk,s), i.e., we set

hk+1 = hk +
∑
s∈Lk

χk,s(x), (6.9)

and of course continue this hk+1 periodically with period 1. We shall also require
that the endpoints ak,s, bk,s do not belong to the set S, and hk+1(x) = h0(x)
outside a set consisting of finitely many closed intervals ⊂ (0, 1/2) of total length
< 1/8. Note that with such a construction the functions {hk}∞k=1 uniformly
converge monotone decreasingly to a continuous function h such that x+h(x)=x
on [3/4, 1), and for x ∈ [0, 1) the fractional part {x + h(x)} belongs to the
interval (7/8, 1) precisely if x ∈ (7/8, 1) or if x+h(x) < 0, and in the latter case
the fractional part {x+ h(x)} actually belongs to (15/16, 1).
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h0 has already been given, and set N0 = 1, M0 = 2. Suppose hk, Nk,Mk

have already been defined with the property that hk(x) = h0(x) outside a set
of closed intervals ⊂ (0, 1/2) of total length < 1/8, say of total length 1/8− δk.
The measure of the set

{x ∈ [0, 1) {x+ hk(x)} ∈ (7/8, 1)} (6.10)

is at most the measure of (7/8, 1) plus the measure of those x ∈ [0, 1/2], where
hk(x) < h0(x), hence (6.10) has measure < 1/4. Since hk is 1-periodic, we have

{mα+ hk(mα)} = {xm + hk(xm)},
and we get from the uniform distribution of the sequence {xm}∞m=1 in [0, 1) that
there is an Nk+1 > Mk such that

# {1 ≤ m ≤ Nk+1 xm + hk(xm) ∈ (7/8, 1) (mod 1)} ≤ Nk+1

4
. (6.11)

For the same reason there is an Mk+1 > Nk+1 such that the set

Lk = {Nk+1 < m ≤ Mk+1 xm ∈ (0, 1/2), xm + hk(xm) = 0}
has at least

#Lk ≥
(
1

2
− 1

8

)
Mk+1 (6.12)

elements. For each such xm we have hk(x) = −x in a neighborhood of xm (this
follows from the fact that al,s, bl,s �∈ S for l < k by the induction hypothesis
and by the fact that hk(x) < −x only on the unions of the intervals (al,s, bl,s)
with l < k), so we can choose for each s ∈ Lk an interval (ak,s, bk,s) ⊂ (0, 1/2)
with center at xs such that

• ak,s, bk,s �∈ S,

• (ak,s, bk,s) does not contain any of the points xm, 1 ≤ m ≤ Nk+1,

• the total length of these (ak,s, bk,s), s ∈ Lk is smaller than δk/16(k + 1),

• hk(x) = −x on (ak,s, bk,s) and

• these intervals are pairwise disjoint for different s.

Finally, set hk+1 as in (6.9), and this finishes the induction.

The sequence {hk}∞k=1 converges decreasingly and uniformly to a 1-periodic
continuous function h, and by the construction we have h(xm) = hk(xm) for all
1 ≤ m ≤ Nk+1. Hence, (6.11) yields

lim inf
k→∞

1

Nk+1
# {1 ≤ m ≤ Nk+1 xm + h(xm) ∈ (7/8, 1) (mod 1)} ≤ 1

4
. (6.13)

On the other hand, for all m ∈ Lk we have

1

16
≤ xm + h(xm) ≤ xm + hk+1(xm) < 0,
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and hence for all such m the fractional part {xm+h(xm)} belongs to (15/16, 1).

But then (6.12) implies

lim sup
k→∞

1

Mk+1
#

{
1 ≤ m ≤ Mk+1 xm + h(xm) ∈

(15/16, 1) (mod 1)

}
≥ 1

2
− 1

8
. (6.14)

Since (15/16, 1) is a proper subinterval of (7/8, 1), the relations (6.13) and (6.14)
show that the sequence

{xm + h(xm)}∞m=1,

and hence also the sequence{{mα+ h(mα)}}∞
m=1

(mod 1)

has no distribution. �

����������������	 The author is indebted to Peter Yudistkii for raising in a
personal correspondence the problem formulated in the beginning of the paper.
He also thanks an anonymous referee for extremely careful reading of the man-
uscript.
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