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A GENERAL DISCREPANCY BOUND FOR HYBRID

SEQUENCES INVOLVING HALTON SEQUENCES

Domingo Gómez-Pérez, Roswitha Hofer, and Harald Niederreiter

ABSTRACT. Niederreiter initiated the study of the discrepancy of hybrid se-
quences that are built from Halton sequences and sequences of pseudorandom

numbers. The aims of this paper are multiple: we provide a general discrepancy
bound for such hybrid sequences, we derive from it the results obtained by Nieder-
reiter for concrete examples, and we apply this bound to two further examples
that are related to recursive generators and were not considered so far. Finally,
we briefly discuss the main tasks for the investigation of hybrid sequences that

are built from digital sequences and pseudorandom number sequences.

Communicated by Werner Georg Nowak

1. Motivation and introduction

Many applications, such as simulation, digital imaging, or financial mathe-
matics, require accurate numerical approximation of the integral of a function
F : [0, 1]s → R, I(F ) :=

∫
[0,1]s

F (x)dx, where the integration domain may

be very high-dimensional, having perhaps hundreds of dimensions. One way of
accomplishing this task is to approximate I(F ) by the following average

QN (F ) :=
1

N

N−1∑
n=0

F (xn)

of function values, where (xn)
N−1
n=0 is a finite sequence of points in [0, 1)s (or

a point set, as one also says). As the function F is given by the problem, one
can influence the quality of the approximation only by intelligent choices of the
sequence (xn)

N−1
n=0 . We mainly distinguish between the following two algorithms:
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• a Monte Carlo (MC) rule uses a sequence of independent and uniformly
distributed random samples;

• a quasi-Monte Carlo (QMC) rule is based on a deterministic point set (or
the initial segment of a deterministic infinite sequence).

Both algorithms have advantages and disadvantages. For example, for an MC
rule we know a probabilistic bound for the integration error I(F )−QN (F ) which
depends on the variance of the function F and the number N of points that are
used, but is more or less independent of the dimensionality of the problem.
For a QMC rule we have a deterministic bound for the integration error which
depends on two aspects, the function F and the discrepancy of the point set,
and this bound tends to be much smaller than the MC bound for low dimensions
and a judicious choice of the point set. In a nutshell — of course under certain
conditions on the function F — one can say: QMC rules are very effective in low
dimensions, whereas MC rules work reasonably well in high dimensions. (The
interested reader is referred, e.g., to [1, 12, 13] for more details on MC and QMC
rules.)

Spanier [25] was the first to suggest combining the advantages of both rules by
using hybrid sequences. The idea is to use a low-discrepancy sequence to sample
the “dominating” variables of the integrand and the remaining variables are sam-
pled by random sequences. Recently, the first nontrivial deterministic discrep-
ancy bounds for hybrid sequences were established by Niederreiter [14]. Several
papers considered hybrid sequences that are built from low-discrepancy Halton
sequences and certain pseudorandom number sequences, see [14, 16, 17, 18, 20].
Previously, only probabilistic results on the discrepancy of hybrid sequences were
known (see, e.g., [3, 21, 22]).

2. Preliminaries

From now on, we use the Landau symbol h(N) = O(H(N)) to express
|h(N)| ≤ CH(N) for some positive constant C independent of N and a function
H : N → R

+. If the implied constant C depends on some parameters, then these
parameters will appear as a subscript in the Landau symbol. A symbol O with-
out a subscript indicates an absolute implied constant. Also, we denote log x as
the natural logarithm and Log x := max(1, log x) for real numbers x > 0.

For an integer b ≥ 2, let Zb = {0, 1, . . . , b− 1} denote the least residue system
modulo b. Let n =

∑∞
j=1 aj(n)b

j−1 with all aj(n) ∈ Zb and aj(n) = 0 for all
sufficiently large j be the unique digit expansion of the integer n ≥ 0 in base b.
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HYBRID SEQUENCES INVOLVING HALTON SEQUENCES

The radical-inverse function φb : N0 → [0, 1) in base b is defined by

φb(n) =

∞∑
j=1

aj(n)b
−j .

For pairwise coprime integers b1, . . . , bs ≥ 2, the Halton sequence (in the bases
b1, . . . , bs) is given by

yn = (φb1(n), . . . , φbs(n)) ∈ [0, 1)s, n = 0, 1, . . . .

The discrepancy of the first N terms of any sequence (zn)n≥0 of points in [0, 1)s

is defined by

DN (zn) = sup
J

∣∣∣∣A(J,N)

N
− λs(J)

∣∣∣∣ ,
where the supremum is extended over all half-open subintervals J of [0, 1)s, λs

denotes the s-dimensional Lebesgue measure, and the counting function A(J,N)
is given by

A(J,N) = #{0 ≤ n ≤ N − 1 : zn ∈ J}.

For the sake of simplicity, we will sometimes write DN instead of DN (zn).

It is well known (see [12, Theorem 3.6]) that the discrepancy of the Halton
sequence in pairwise coprime bases b1, . . . , bs ≥ 2 satisfies a low-discrepancy
bound, i.e.,

DN (yn) = Ob1,...,bs ((LogN)s/N) for all N ≥ 1. (1)

The specific construction algorithm implies special regularities in the distri-
bution of the Halton sequence. In Section 3 these regularities are exploited to
prove a general discrepancy bound that relates the discrepancy of the hybrid
sequence to the discrepancy of arithmetic subsequences of the sequence that is
mixed with the Halton sequence. This bound is then applied to the hybrid se-
quences that were considered in [14, 16, 17, 18, 20] and to some more hybrid
sequences that involve recursive pseudorandom number generators. Finally, in
Section 4 we briefly discuss possible generalizations for hybrid sequences that are
related to recursive generators and we work out the main tasks for the investiga-
tion of hybrid sequences that are built from digital sequences and pseudorandom
number sequences.
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3. Results for hybrid sequences involving Halton
sequences

Combining two sequences to obtain a new higher-dimensional one is a sensi-
tive task. Two single sequences can have really good uniform distribution prop-
erties, but their mixing can be a catastrophe. Take the easy example where a
higher-dimensional sequence is constructed by taking any pseudorandom num-
ber sequence and combining it with the same sequence. More subtle examples
can be given, for example, in the form of Halton sequences with bases that are
not pairwise coprime (see [4, Corollary 2.18]). In this section, we will prove a the-
orem on hybrid sequences built from a Halton sequence and any other sequence.
It states a sufficient condition on the distribution of the sequence that is mixed
with a Halton sequence, to get a discrepancy bound for the hybrid sequence.

3.1. A discrepancy bound

For given dimensions s and t, we consider a hybrid sequence (xn)n≥0 of points
in [0, 1)s+t with

xn = (yn, zn) for n = 0, 1, . . . , (2)

where (yn)n≥0 is the s-dimensional Halton sequence in the pairwise coprime
bases b1, . . . , bs ≥ 2 and (zn)n≥0 is a sequence of points in [0, 1)t.

������� 1� Let T be a positive integer and let b1, . . . , bs ≥ 2 be pairwise
coprime integers. Let (zn)n≥0 be a sequence of points in [0, 1)t. Suppose that

the discrepancy D
(m,r)
L (zn) of the first L terms of every arithmetic subsequence

of the form (zmk+r)k≥0, where m = bj11 · · · bjss with integers j1, . . . , js ≥ 0 and
0 ≤ r < m ≤ N , can be bounded by

LD
(m,r)
L (zn) = OP (NH(N))

for all 1 ≤ N ≤ T . Here the implied constant may depend on a set P of some
parameters, but is independent of N , m, and r, and H : N → R

+ is a suitable
function. Furthermore, L stands for

L =

⌊
N − r − 1

m
+ 1

⌋
.

Then the discrepancy of the hybrid sequence ((yn, zn))n≥0 satisfies

DN ((yn, zn)) = Ob1,...,bs,P

(
H(N)

(
Log

1

H(N)

)s)
(3)

for all 1 ≤ N ≤ T , where (yn)n≥0 is the s-dimensional Halton sequence in the
bases b1, . . . , bs.
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P r o o f. For a fixed integer N with 1 ≤ N ≤ T , put

fi :=

⌈
1

log bi
Log

1

H(N)

⌉
for 1 ≤ i ≤ s. (4)

The first aim in the proof is to compute or estimate the counting functionA(J,N)
relative to the points xn in (2), where J ⊆ [0, 1)s+t is an interval of the form

J =

s∏
i=1

[0, vib
−fi
i )×

t∏
j=1

[w
(1)
j , w

(2)
j ) (5)

with v1, . . . , vs ∈ Z, 1 ≤ vi ≤ bfii for 1 ≤ i ≤ s, and 0 ≤ w
(1)
j < w

(2)
j ≤ 1 for

1 ≤ j ≤ t.

The crucial step is to exploit special properties of the Halton sequence. By
[17, Lemma 3], for any integer n ≥ 0 we have

(φb1(n), . . . , φbs(n)) ∈
s∏

i=1

[0, vib
−fi
i ) if and only if n ∈

M⋃
k=1

Rk,

where 1 ≤ M ≤ b1 · · · bsf1 · · · fs, each Rk is a residue class in Z, and R1, . . . , RM

are (pairwise) disjoint. The moduli mk of the residue classes Rk are of the

form bj11 · · · bjss with integers 1 ≤ ji ≤ fi for 1 ≤ i ≤ s. The sets R1, . . . , RM

depend only on b1, . . . , bs, v1, . . . , vs, f1, . . . , fs and are thus independent of n.

Furthermore, one can easily prove for the Lebesgue measure of
∏s

i=1[0, vib
−fi
i )

that

λs

(
s∏

i=1

[0, vib
−fi
i )

)
=

s∏
i=1

vib
−fi
i =

M∑
k=1

1

mk
,

by applying the uniform distribution of the Halton sequence and the disjointness
of R1, . . . , RM (see [17, Proof of Theorem 1]). Now we split up the counting

function A(J,N) into M parts as follows: A(J,N) =
∑M

k=1 Sk, where

Sk = #

⎧⎨
⎩0 ≤ n ≤ N − 1 : n ≡ rk (mod mk) and zn ∈

t∏
j=1

[w
(1)
j , w

(2)
j )

⎫⎬
⎭

with moduli m1, . . . ,mM and residues 0 ≤ rk < mk for 1 ≤ k ≤ M . The next
step uses the assumption on the discrepancy of the arithmetic subsequences of
(zn)n≥0. We fix k with 1 ≤ k ≤ M for the moment. Assume first that N ≥ mk.
We can write Sk as follows:

Sk = #

⎧⎨
⎩0 ≤ l ≤

⌊
N − rk − 1

mk

⌋
: zmkl+rk ∈

t∏
j=1

[w
(1)
j , w

(2)
j )

⎫⎬
⎭
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DOMINGO GÓMEZ-PÉREZ, ROSWITHA HOFER, AND HARALD NIEDERREITER

=

⌊
N − rk − 1 +mk

mk

⌋⎛⎝ t∏
j=1

(w
(2)
j − w

(1)
j )

⎞
⎠

+O

(⌊
N − rk − 1 +mk

mk

⌋
D

(mk,rk)
�(N−rk−1+mk)/mk�(zn)

)
.

Note that if N < mk, then Sk = 0 or 1, and so in this case the above identity
holds with an error term O(1). Hence with Lk = �(N − rk − 1 +mk)/mk	 for
1 ≤ k ≤ M we obtain

A(J,N) = N

⎛
⎝ t∏

j=1

(w
(2)
j − w

(1)
j )

⎞
⎠ M∑

k=1

1

mk
+O(M )

+O

⎛
⎜⎝ M∑

k=1
N≥mk

LkD
(mk,rk)
Lk

(zn)

⎞
⎟⎠

= N

⎛
⎝ t∏

j=1

(w
(2)
j − w

(1)
j )

⎞
⎠ s∏

i=1

vib
−fi
i +OP (NH(N)M )

= Nλs+t(J) + OP (NH(N)b1 · · · bsf1 · · · fs) .

Substituting the values of the fi from (4), we arrive at

|A(J,N)−Nλs+t(J)| = Ob1,...,bs,P

(
NH(N)

(
Log

1

H(N)

)s)
. (6)

An arbitrary interval I ⊆ [0, 1)s+t of the form

I =

s∏
i=1

[0, wi)×
t∏

j=1

[w
(1)
j , w

(2)
j ) (7)

with 0 < wi ≤ 1 for 1 ≤ i ≤ s and 0 ≤ w
(1)
j < w

(2)
j ≤ 1 for 1 ≤ j ≤ t can be

approximated from below and above by an interval J of the form (5), by taking
the nearest fraction to the left and to the right, respectively, of wi of the form

vib
−fi
i with vi ∈ Z. We easily get

|A(I,N)−Nλs+t(I)| ≤ N

s∑
i=1

b−fi
i + |A(J,N)−Nλs+t(J)| .
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The definition of the fi in (4) yields fi ≥ logbi(1/H(N)). Therefore Nb−fi
i ≤

NH(N), and using (6) we obtain

|A(I,N)−Nλs+t(I)| = Ob1,...,bs,P

(
NH(N)

(
Log

1

H(N)

)s)
.

Finally, we use the standard method of moving from intervals of the form (7) to
arbitrary half-open subintervals of [0, 1)s+t (see [7, p. 93, Example 1.2]). This
produces an additional factor 2s in the discrepancy bound and yields the desired
result. �

���	�
 1� Using the trivial bound 1
N ≤ DN (zn) ≤ CH(N), we get 1

H(N) ≤
CN . Applying this inequality to (3), we obtain

DN ((yn, zn)) = Ob1,...,bs,P (H(N)(LogN)s) .

This bound is usually as strong as the bound in (3) and easier to understand.

In the next subsection, we apply Theorem 1 to various hybrid sequences
involving Halton sequences.

3.2. Applications of Theorem 1

The probably most basic example of a hybrid sequence as treated in Theo-
rem 1 is an (s+ 1)-dimensional Halton sequence in the pairwise coprime bases
b1, . . . , bs+1 ≥ 2. We interpret this sequence as a combination of an s-dimensional
Halton sequence in the pairwise coprime bases b1, . . . , bs with a one-dimensional
Halton sequence in base bs+1, satisfying gcd(bs+1, bi) = 1 for all 1 ≤ i ≤ s. It
follows from (1) that the one-dimensional Halton sequence in base bs+1 satisfies
NDN = Obs+1

(LogN) for all N ≥ 1. In [6] it was proved that any subsequence

(φbs+1
(bj11 · · · bjss l + r))l≥0 satisfies LDL = Obs+1

(LogL). Now we can apply The-
orem 1 and we obtain for the (s+1)-dimensional Halton sequence the well-known
discrepancy bound

NDN = Ob1,...,bs,bs+1

(
(LogN)

(
Log

N

LogN

)s)
= Ob1,...,bs,bs+1

(
(LogN)s+1

)
.

The following examples overview the results obtained by Niederreiter for dif-
ferent hybrid sequences that can be proved by applying Theorem 1, once the
assumption on the discrepancy of arithmetic subsequences is verified. Through-
out the remainder of the paper, Fp denotes the finite field with p elements, where
p is a prime number. We can identify Fp with the least residue system Zp modulo
p. Some of the sequences are defined using polynomials with coefficients in Fp;
we denote for short Fp[X] the ring of univariate polynomials with coefficients in
Fp. In the first examples, we are going to review results given in [17, 18].
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��	�
�� 1 (Linear recursive pseudorandom sequence)� Let p ≥ 3 be a prime,
let g ∈ Z with 2 ≤ g < p, and let a ∈ Z with gcd(a, p) = 1. We set zn := {gna/p}.
Suppose gcd(bi, τ) = 1 for 1 ≤ i ≤ s, where τ is the multiplicative order of g
modulo p and therefore the period of the sequence (zn)n≥0. Then for 1 ≤ N ≤ τ
the discrepancy DN ((yn, zn)) satisfies

DN ((yn, zn)) = Ob1,...,bs

(
p1/2(log p) log τ

N

(
Log

N

p1/2(log p) log τ

)s)
.

The bound on the discrepancy of this pseudorandom generator, namely

NDN(zn) = O(p1/2(log p) log τ),

also holds for the arithmetic subsequences

zml+r = {agml+r/p} = {agr(gm)l/p} =: z′
l for l = 0, 1, . . . ,

i.e.,

LDL(z
′
l) = O

(
p1/2(log p) log τ

)
(see the proof of [14, Theorem 3]), and the result follows from Theorem 1. Notice
that the bound for the discrepancy of the subsequence holds because gcd(bi, τ) =
1 for 1 ≤ i ≤ s, therefore gcd(m, τ) = 1 and the multiplicative order of gm

modulo p is also τ .

��	�
�� 2 (Inversive pseudorandom sequence)� Let p ≥ 3 be a prime, let
(cn)n≥0 be an inversive generator in Fp (modified in the sense of Niederreiter
and Rivat [19]) with least period τ , and set zn := cn/p. In the proof of [14,
Theorem 5] the following bound was given for the discrepancy of the arithmetic
subsequences,

D
(m,r)
L (zn) = O

(
p1/4 log p

L1/2

)
.

This bound and Theorem 1 yield for 1 ≤ N ≤ τ ,

DN ((yn, zn)) = Ob1,...,bs

(
p1/4 log p

N1/2

(
Log

N1/2

p1/4 log p

)s
)
.

��	�
�� 3 (Nonlinear congruential pseudorandom sequence)� Assume p ≥ 3
prime, gcd(bi, p) = 1 for 1 ≤ i ≤ s, and choose polynomials g1, . . . , gt ∈ Fp[X]
such that deg(gj) < p for 1 ≤ j ≤ t and 1, X, g1(X), . . . , gt(X) are linearly
independent over Fp. We put G := max(deg(g1), . . . , deg(gt)) and define zn :=
(g1(n)/p, . . . , gt(n)/p). Then for 1 ≤ N ≤ p,

DN ((yn, zn)) = Ob1,...,bs,t

(
Gp1/2(log p)t+1

N

(
Log

N

Gp1/2(log p)t+1

)s)
.
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The bound for the discrepancy of the arithmetic subsequences was given in [16,

Proof of Theorem 2], i.e., LD
(m,r)
L (zn) = Ot

(
Gp1/2(log p)t+1

)
.

��	�
�� 4 (Explicit inversive pseudorandom sequence)� Let p ≥ 5 be a prime,
assume gcd(bi, p) = 1 for 1 ≤ i ≤ s, and let a1, . . . , at be nonzero elements of

Fp and d1, . . . , dt ∈ Fp be such that d1a
p−2
1 , . . . , dta

p−2
t are distinct elements of

Fp. Defining zn := (e
(1)
n /p, . . . , e

(t)
n /p), where e

(j)
n = (ajn+ dj)

p−2, the following
holds for all 1 ≤ N ≤ p,

DN ((yn, zn)) = Ob1,...,bs,t

(
p1/2(log p)t+1

N

(
Log

N

p1/2(log p)t+1

)s)
.

The bound for the discrepancy of the arithmetic subsequences was given in [16,

Proof of Theorem 4], i.e., LD
(m,r)
L (zn) = Ot

(
p1/2(log p)t+1

)
.

��	�
�� 5 (Digital explicit inversive sequence)� Let q = pk ≥ 3, where p is a
prime and k is a positive integer. We choose digital explicit inversive pseudoran-
dom numbers z0, z1, . . . of order T ≥ 2 defined in [8]. Assume that gcd(bi, T ) = 1
for 1 ≤ i ≤ s. For a dimension t such that 1 ≤ t ≤ T , choose integers
0 ≤ d1 < d2 < · · · < dt < T and set zn := (zn+d1

, . . . , zn+dt
). Then for

1 ≤ N ≤ T the discrepancy of the first N terms of the sequence ((yn, zn))n≥0

satisfies

DN ((yn, zn)) = Ob1,...,bs,t

(
q1/2(log q)t log T

N

(
Log

N

q1/2(log q)t log T

)s)
.

The bound for the discrepancy of the arithmetic subsequences was given in [20,

Proof of Theorem 3], i.e., LD
(m,k)
L (zn) = Ot

(
q1/2(log q)t log T

)
.

���	�
 2� In some cases the bound known for the discrepancy of the arithmetic
subsequences is of a different nature, and then the method of proof of Theorem
1 can be adapted depending on the specific bound. This is the case, for example,
for hybrid sequences involving matrix-method pseudorandom vectors, see [17,
Theorem 1] and its proof. Let p ≥ 19 be a prime and let t ≥ 1 be a given
dimension such that gcd(bi, p

t−1) for all 1 ≤ i ≤ s. Let (zn)n≥0 be a sequence of
t-dimensional matrix-method pseudorandom vectors of maximum period pt − 1.
Then for 1 ≤ N ≤ pt − 1 the discrepancy of the corresponding hybrid sequence
satisfies

DN ((yn, zn)) = O

(
2st

p

)
+Ob1,...,bs

(
pt/2(log p)t+1

N

(
Log

N

pt/2(log p)t+1

)s)
.

The discrepancy of the arithmetic subsequences satisfies

LD
(m,r)
L (zn) = O

(
Ltp−1 + pt/2(log p)t+1

)
.
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In the following two examples, we consider hybrid sequences of Halton se-
quences and one-dimensional sequences that are related to recursive pseudoran-
dom number generators and that have not been considered before.

��	�
�� 6 (Nonlinear recursive pseudorandom number generator)� Let p ≥ 3
be a prime and f(X) ∈ Fp[X] be a polynomial of degree d ≥ 2. We define
(zn) := (un/p), where

un = f(un−1) for n = 1, 2, . . .

and u0 ∈ Fp is an arbitrary element called the seed. The sequence (un)n≥0 is
called a nonlinear recursive pseudorandom number generator. We denote by τ
the period of the sequence and we assume that the sequence is purely periodic.
Let gcd(bi, τ) = 1 for 1 ≤ i ≤ s. Then the discrepancy of the hybrid sequence
satisfies

DN ((yn, zn))

= Ob1,...,bs

(
(log d)1/2

p1/2 log log p

N1/2(log p)1/2

(
Log

N1/2(log p)1/2

(log d)1/2p1/2 log log p

)s
)

for 1 ≤ N ≤ τ . To prove this result, we note that for the discrepancy of the
pseudorandom component we find in [26, Theorem 4.1] and its proof that for
1 ≤ N ≤ τ we have

DN (zn) = O

(
(log d)1/2

p1/2 log log p

N1/2(log p)1/2

)
with an absolute implied constant. Now an arithmetic subsequence of a purely
periodic sequence is obviously purely periodic as well. Furthermore, the assump-
tion gcd(bi, τ) = 1 for 1 ≤ i ≤ s ensures that the subsequences (zml+r)l≥0 have
the same period τ . Only the degree of the polynomial g(X) ∈ Fp[X], the poly-
nomial obtained by composing f(X) m times with itself, differs and it is dm.
Therefore

LD
(m,r)
L (zn) = O

(
L(log dm)1/2

p1/2 log log p

L1/2(log p)1/2

)

= O

(
L1/2m1/2(log d)1/2

p1/2 log log p

(log p)1/2

)

= O

(
N1/2(log d)1/2

p1/2 log log p

(log p)1/2

)
= O(NH(N)).

The rest follows by applying Theorem 1.

The class of nonlinear recursive pseudorandom number generators is very
general, which is the reason why the discrepancy bound in Example 6 is very
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weak. Nevertheless, for small degree d and period τ ≈ p and N ≈ p, we obtain
nontrivial bounds in p of the form (log log p)s+1/(log p)1/2. The bound can be
improved for specific choices of the polynomial f(X). For the formulation of
the following example, we make use of the multiplicative order of an integer a
modulo q ≥ 2, which we abbreviate by tq(a).

��	�
�� 7 (Power generator)� We take f(X) = Xe ∈ Fp[X], with e ≥ 2 and a
seed u0 ∈ {2, . . . , p−1}. We assume that the sequence (en)n≥0 is purely periodic
modulo T = tp(u0) with period τ = tT (e). Furthermore, let gcd(bi, τ) = 1 for

1 ≤ i ≤ s and let gcd(e, T ) = 1. Let (zn)n≥0 = (uen

0 /p)n≥0 be the sequence
of pseudorandom numbers obtained by this power generator. Then for every
positive integer ν, the discrepancy of the hybrid sequence satisfies

DN ((yn, zn)) = Ob1,...,bs,ν

(
N−(2ν+1)/(2ν(ν+1))T 1/(2ν)p1/(4ν+4)+o(1)

)

for 1 ≤ N ≤ τ , where o(1) denotes the small o of Landau. For the proof, we note
that in [24, Corollary 3] a bound for the discrepancy of the power generator was
given:

DN (zn) = Oν

(
N−(2ν+1)/(2ν(ν+1))T 1/(2ν)p1/(4ν+4)+o(1)

)
.

Next we verify that T = tp(u0) = tp(u
er

0 ) for any integer r ≥ 0. Suppose that

for k ∈ N we have uerk
0 ≡ 1 (mod p). From gcd(e, T ) = gcd(er, T ) = 1 we find

x, y ∈ Z and x > 0 satisfying xer + yT = 1. Now

1 ≡ uerk
0 ≡ uerkx

0 = uk−yTk
0 ≡ uk

0 (mod p)

and therefore tp(u0)|tp(uer

0 ). For k ∈ N such that uk
0 ≡ 1 (mod p), we trivially

have uerk
0 ≡ 1 (mod p) and tp(u

er

0 )|tp(u0). Hence indeed tp(u
er

0 ) = T . Further-
more, gcd(em, T ) = 1 since gcd(e, T ) = 1. Finally, the assumption gcd(bi, τ) = 1

for 1 ≤ i ≤ s ensures that the subsequence (zml+r)l≥0 = (u
er(em)l

0 /p)l≥0 is
again a purely periodic power generator with the same period τ as the sequence
(zn)n≥0. Altogether we have

LD
(m,r)
L (zn) = Oν

(
N1−(2ν+1)/(2ν(ν+1))T 1/(2ν)p1/(4ν+4)+o(1)

)
.

An application of Theorem 1 yields the desired result. Note that the term
(Log(1/H(N)))s can be bounded by pε for p big enough and can therefore be
absorbed into the term po(1).
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4. Discussions

This paper concentrates on hybrid sequences where the QMC component se-
quence is a Halton sequence. A very interesting question is the following: what
happens if other QMC component sequences are used together with various
pseudorandom number sequences to build a hybrid sequence? Niederreiter con-
sidered also hybrid sequences that are built from Kronecker sequences and pseu-
dorandom number generators, see [14, 15, 16, 20]. Another interesting class of
hybrid sequences can be built by combining different examples of digital (u, s)-
sequences, as the ones introduced in [2, 9, 10, 11], and various pseudorandom
number generators. It is well known that a digital (u, s)-sequence (zn)n≥0 over
Fp satisfies NDN (zn) = Os,u,p((LogN)s). It is natural to apply a method similar
to the one in the proof of Theorem 1 to investigate the discrepancy of such hybrid
sequences. Within this method, the main task will be to get good discrepancy
bounds on certain subsequences of the pseudorandom number sequence. For the
Halton component sequence, these subsequences are special arithmetic ones. For
a digital (u, s)-sequence over a finite prime field Fp, these subsequences (zkl

)l≥0

will be based on index sequences (kl)l≥0 that are solutions of systems of congru-
ences in increasing order as described in the following.

Let z ∈ N and let FN0
p be the direct product of denumerably many copies of

Fp. For every integer i with 1 ≤ i ≤ z, we are given the following congruence
over FN0

p ,

(ρ
(i)
0 , ρ

(i)
1 , . . .) · (x0, x1, . . .)

T = b(i)

with fixed b(i) ∈ Fp and fixed ρ
(i)
h ∈ Fp for all h ≥ 0. We call a nonnegative

integer n a “solution” of this system of congruences if the base p digit vector
(n0, n1, n2, . . .)

T of n solves all the z given congruences over FN0
p . Bearing in mind

that the system of congruences is related to the digital (u, s)-sequence over Fp,
we can assume that if we regard a set of pz+u consecutive integers of the form
{mpz+u,mpz+u + 1, . . . ,mpz+u + pz+u − 1}, where m is a nonnegative integer,
then exactly pu elements of this set solve the system of congruences. Now we
give some examples of such systems and the corresponding subsequence.

(1) If z = 1 and if (ρ
(1)
0 , ρ

(1)
1 , . . .) = (1, 0, 0, . . .) then the subsequence (zkl

)l≥0

is given by (zpl+b(1))l≥0, which is an arithmetic subsequence.

(2) If z = 1, if (ρ
(1)
0 , ρ

(1)
1 , . . .) = (1, 1, 1, . . .), and if b(1) = 0, then the subse-

quence (zkl
)l≥0 is indexed by all integers kl for which the base p sum of

digits is a multiple of p.
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(3) If z = 1 and if b(1) = 0, then the subsequence (zkl
)l≥0 is indexed by all

integers kl for which the weighted base p sum of digits is a multiple of p,

where the weights are given by the sequence (ρ
(1)
r )r≥0.

The distribution properties of arithmetic subsequences are, in some cases,
not too difficult to study. But subsequences that are indexed by solutions of
systems of congruences are much more involved. Such subsequences were studied,
for example, for Niederreiter-Halton sequences [5], but rarely for pseudorandom
number generators.

Another challenging problem is to extend the results given in Examples 6
and 7 to multidimensional versions of the pseudorandom component sequences.
To obtain results on the discrepancy of such hybrid sequences, it is necessary to
give bounds on the discrepancy of sequences of the form

(zml+d1
, . . . , zml+dt

) for 1 ≤ l ≤ L,

where d1, . . . , dt are distinct nonnegative integers. The values d1, . . . , dt are called
lags, and without any restriction on the lags a bound is difficult to obtain. One
possibility is to repeat the proof of Theorem 1 and select the fi small enough such
that d1, . . . , dt are bounded, but this will increase the upper bound for the hybrid
sequence. Another way to treat general values for the dimension t is to consider
multidimensional versions of the pseudorandom number sequences proposed in
Examples 6 and 7. A generalization for the nonlinear recursive pseudorandom
number sequence is given in [23] and a multidimensional generalization for the
power generator can be found in [24], but the discrepancy bounds for those
generators are weaker compared to other multidimensional generators.
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