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ON THE COMPONENT BY COMPONENT

CONSTRUCTION OF POLYNOMIAL LATTICE

POINT SETS FOR NUMERICAL INTEGRATION

IN WEIGHTED SOBOLEV SPACES

Peter Kritzer — Friedrich Pillichshammer

ABSTRACT. Polynomial lattice point sets are polynomial versions of classical

lattice point sets and among the most widely used classes of node sets for quasi-
Monte Carlo integration. In this paper, we study the worst-case integration error
of digitally shifted polynomial lattice point sets and give step by step construction
algorithms to obtain polynomial lattices that achieve a low worst-case error in
certain weighted Sobolev spaces. The construction algorithm is a so-called com-
ponent by component algorithm, choosing one component of the relevant point

set at a time. Furthermore, under certain conditions on the weights, we achieve
that there is only a polynomial or even no dependence of the worst-case error on
the dimension of the integration problem.

Communicated by Shu Tezuka

1. Introduction

We study the problem of approximating the value of an integral Is(F ) :=∫
[0,1]s

F (x) dx of a function F : [0, 1]s → R. One way of numerically approxi-

mating Is(F ) is to employ a quasi-Monte Carlo (QMC) rule,

QN,s(F ) :=
1

N

N−1∑

n=0

F (xn),
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where x0,x1, . . . ,xN−1 are deterministically chosen points in [0, 1)s. We refer to
a collection of integration nodes as a “point set”, by which we mean a multi-set,
i.e., points may occur repeatedly. It is well known (see, e.g., [6, 7, 12, 17, 22])
that point sets which are in some way evenly distributed in the unit cube yield
a low integration error when applying a QMC rule for approximating Is(F ).

An essential question in the theory of QMC methods is how the node set of a
QMC integration rule should be chosen. One class of point sets are polynomial
lattices, as proposed by Niederreiter in [16, 17]. These point sets are polynomial
versions of classical lattice point sets in the sense of Hlawka [8] and Korobov [9]
(see also [17, 22]) which can be considered as special cases of digital (t,m, s)-nets
in base b (see [6, 15, 17]). Here we only consider polynomial lattices over a prime
base. For a more general construction we refer to [6, 16, 17].

For the construction of polynomial lattice point sets we use the component
by component approach which was first introduced by Korobov [10] for classical
lattice point sets for the integration of periodic integrands. Later this construc-
tion principle was re-invented by Sloan and Reztsov [25] who also considered
periodic integrands. The results on periodic integrands were extended to non-
periodic functions by Sloan, Kuo and Joe [24] who considered shifted lattice
point sets, but the convergence rate in their result is not optimal. This disad-
vantage can be overcome by considering randomly shifted lattice point sets; see
[13, 23]. However, in this case, the optimal error bound is only valid for the mean
square worst-case error with respect to all possible shifts. It should be remarked
that there is a further completely deterministic construction of ordinary lattice
point sets which achieves the optimal rate of convergence (up to log-factors).
This construction is based on the star discrepancy via the quality criterion R.
See [21] for more information.

The same ideas apply to polynomial lattice point sets for the integration of
non-periodic functions. In [3, 5, 6] the authors considered the component by
component construction of randomly digitally shifted polynomial lattice point
sets for the integration in certain weighted Sobolev spaces of functions. Thereby
they obtained up to log-factors optimal convergence rates for the correspond-
ing mean-square worst-case errors with respect to all possible digital shifts. A
summary of these results can be found in Subsection 1.2.

Even though the results in [3, 5, 6] are, up to log-factors, optimal, the error
bounds presented in these papers are only valid for the mean square worst-case
integration error in the respective Sobolev spaces, i.e., one has no information
about how the digital shift involved needs to be chosen. It remained an open
question in these papers how a digital shift satisfying such bounds can be effec-
tively found.
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In this paper, we are going to partly answer this question and give component
by component constructions not only of the underlying polynomial lattice rules,
but also of the digital shifts such that we can achieve a small worst-case inte-
gration error. Indeed, we are going to show a way of choosing, step by step, one
component of the polynomial lattice and a digital shift for the same component
at a time. By choosing this procedure, we remove the complete randomness of
the digital shift involved and replace it by a constructive algorithm. This way
of dealing with the problem is inspired by the results in [24] mentioned above.
However, there is a certain price we have to pay for making the digital shifts
more explicit, namely, our bounds on the worst-case integration error are weaker
than the probabilistic error bounds mentioned above. This trade-off between an
explicit construction and the strength of the error bounds is also in line with the
findings in [24].

As for classical lattice point sets there is also a completely deterministic con-
struction of polynomial lattice point sets which achieves the optimal rate of
convergence (up to log-factors) and which is based on the star discrepancy via
the quality criterion Rb. See [4, 2] for more information.

The rest of the paper is structured as follows. In Subsection 1.1 we recall
the definition of polynomial lattice point sets and of different notions of digital
shifts. Subsection 1.2 is devoted to the weighted Sobolev spaces under consider-
ation. In Section 2, we are going to present our results for the weighted Sobolev
spaces Hsob,s,γ and H ′

sob,s,1,γ , including a detailed error analysis and the above
mentioned construction algorithm. Finally, we are going to discuss tractability
results in Section 2.

1.1. Polynomial lattice point sets and digital shifts

For the construction of a polynomial lattice, choose a prime b and let Zb be
the finite field consisting of b elements. Furthermore let Zb[x] be the field of
polynomials over Zb, and let Zb

(
(x−1)

)
be the field of formal Laurent series over

Zb, with elements of the form
∑∞

l=z tlx
−l, where z is an arbitrary integer and

the tl are arbitrary elements in Zb. Note that the field of Laurent series contains
the field of rational functions as a subfield. Given an integer m ≥ 1, define a
function νm : Zb

(
(x−1)

)
→ [0, 1) by

νm

(
∞∑

l=z

tlx
−l

)
:=

m∑

l=max(1,z)

tlb
−l.

Furthermore, set

Gb,m := {a ∈ Zb[x] : deg(a) < m} and G∗
b,m := Gb,m \ {0}.
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Given a prime b, an integer m ≥ 1, and a dimension s ≥ 1, we choose an
f ∈ Zb[x] with deg(f) = m and s polynomials g1, . . . , gs ∈ Zb[x] and define

xh :=

(
νm

(
h(x)g1(x)

f(x)

)
, . . . , νm

(
h(x)gs(x)

f(x)

))
, h ∈ Gb,m.

The point set consisting of the N = bm points xh, h ∈ Gb,m, is denoted by
PN,s(g, f), where g := (g1, . . . , gs). Due to the many analogies of such a point set
to good lattice points (see, e.g, [17, 22] and [20]), a QMC rule using PN,s(g, f)
is called polynomial lattice rule, and PN,s(g, f) is called polynomial lattice. The
polynomial f in the construction of PN,s(g, f) is referred to as the modulus, and
the vector g is referred to as the generating vector of the polynomial lattice. Note
that, due to the construction principle, we can restrict ourselves to considering
only generating vectors g ∈ Gs

b,m.

In this paper, we will be particularly interested in studying the properties
of (randomly) digitally shifted point sets. Digital shifts yield an opportunity to
randomize point sets and at the same time to preserve their basic structural
properties. We will be concerned with different varieties of digital shifts which
are introduced in the following.

a) We first introduce the notion of a general digital shift. To be more precise,
we give the formal definition for the one dimensional case. For higher di-
mensions each coordinate is randomized independently and therefore one
just needs to apply the one dimensional randomization method to each
coordinate independently.

Assume we are given a point set Pbm,1 = {x0, . . . , xbm−1} where
xn, 0 ≤ n < bm, has b-adic digit expansion of the form

xn =
xn,1

b
+

xn,2

b2
+ · · ·

We then choose a number σ =
∑∞

i=1 ςib
−i, where the ςi are independently

and randomly chosen according to a uniform distribution on {0, 1, . . . , b−1}
for i ≥ 1. We then define

zn,i ≡ xn,i + ςi (mod b) for i ≥ 1

with zn,i ∈ {0, 1, . . . , b− 1} and set

zn =
zn,1
b

+
zn,2
b2

+ · · ·

We then say that Pbm,1 ⊕ σ = {z0, . . . , zbm−1} is the (generally) digi-
tally shifted version of Pbm,1. Analogously, for an s-dimensional point set

Pbm,s and a (random) vector σ = (σ(1), . . . , σ(s)), we denote the point set

obtained by shifting the jth coordinate of Pbm,s by σ(j), 1 ≤ j ≤ s, by
Pbm,s ⊕ σ.
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b) We also will make use of a digital shift of depth m. Again, we give the
formal definition for the one dimensional case, and for higher dimensions
each coordinate is randomized independently.

Let the point set Pbm,1 = {x0, . . . , xbm−1} , where xn, 0 ≤ n < bm, has
b-adic digit expansion of the form

xn =
xn,1

b
+

xn,2

b2
+ · · ·+

xn,m

bm
.

Choose σm = ς1b
−1 + · · · + ςmb−m with ςi ∈ {0, 1, . . . , b − 1} uniformly

i.i.d., define
zn,i ≡ xn,i + ςi (mod b) for 1 ≤ i ≤ m

with zn,i ∈ {0, 1, . . . , b− 1}, and set

zn =
zn,1
b

+ · · ·+
zn,m
bm

.

Now, for 0 ≤ n < bm, choose δn ∈ [0, b−m) uniformly i.i.d. Then the
digitally shifted point set {z′0, . . . , z

′
bm−1} is defined by

z′n = zn + δn.

This means that we apply the same digital shift σm to the first m digits,
whereas the following digits are shifted independently for each xn. This
is why we refer to this kind of digital shift as a digital shift of depth m
(see [6, 14]). In analogy to the general shift we denote a point set Pbm,s

that is digitally shifted by a shift of depth m, σm = (σ
(1)
m , . . . , σ

(s)
m ), by

Pbm,s ⊕ σm.

c) Further we introduce the simplified version of a digital shift of depth m.
With the notation from b), the randomized point set {z′0, . . . , z

′
bm−1} is

defined by
z′n = zn +

1

2bm
.

This means we apply the same digital shift σm of length m to the first m
digits and then we add the quantity 1/(2bm) to each point. Such a digital
shift is called a simplified digital shift (of depth m). We denote a point set
Pbm,s that is digitally shifted by a simplified digital shift of depth m by
Pbm,s ⊕ σsimp

m .
Geometrically, the simplified digital shift of depth m means that the

randomized points are no longer on the left boundary of intervals

[ab−m, (a+ 1)b−m)

but they are moved to the midpoints of such intervals. Note that for the
simplified digital shift, we only have bm possibilities, which means only
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m digits need to be selected in performing a simplified digital shift. In
comparison, the digital shift of depth m requires infinitely many digits.

It can be shown that a digital shift preserves (almost surely) some inherent
structure of polynomial lattice rules (the (t,m, s)-net structure). As this property
is not essential for the following we omit a further discussion in this direction
and just refer to [6].

1.2. Weighted Sobolev spaces

In this paper, we are going to consider the problem of numerically approxi-
mating the integral Is(F ) of functions F that are contained in certain Hilbert
spaces with a reproducing kernel. These spaces are weighted function spaces, i.e.,
the influence of the different variables is modelled by assigning suitable weights
to the coordinates, as first done by Sloan and Woźniakowski in [26]. For detailed
information on integration problems in weighted function spaces and related top-
ics we refer to the monographs [6, 18, 19]. In this paper we are going to consider
two variants of weighted Sobolev spaces.

Before we give their definitions we introduce some notation which we require
for the following: assume that γ = (γj)

∞
j=1 is a non-increasing sequence of posi-

tive weights, where 1≥γ1≥γ2≥· · · . For s∈N let [s] :={1, . . . , s}. For u ⊆ [s], xu

denotes the projection of x ∈ [0, 1]s onto [0, 1]|u| consisting of the components
whose indices are contained in u. Furthermore we write (xu,1) ∈ [0, 1]s for the
point where those components of x whose indices are not in u are replaced by 1.

The unanchored Sobolev space. On the one hand, we will be concerned with
a weighted version of a so-called unanchored Sobolev space Hsob,s,γ of functions
defined over the s-dimensional unit cube [0, 1]s, for which the first mixed partial
derivatives are square integrable. The reproducing kernel of Hsob,s,γ is given by
(see, e.g., [5, 6, 18, 26] for further information)

K(x,y) :=

s∏

j=1

(
1 + γj

(
1

2
B2 ({xj − yj}) +

(
xj −

1
2

) (
yj −

1
2

)))

for x = (x1, . . . , xs),y = (y1, . . . , ys) ∈ [0, 1]s. Here, {z} denotes the fractional
part of a real number z, and B2 is the second Bernoulli polynomial defined by
B2(x) = x2 − x+ 1/6. The inner product in Hsob,s,γ is given by

〈F,G〉sob,s,γ :=
∑

u⊆[s]

∏

j∈u

γ−1
j

∫

[0,1]|u|

(∫

[0,1]s−|u|

∂|u|F

∂xu

(x) dxS\u

)

×

(∫

[0,1]s−|u|

∂|u|G

∂xu

(x) dxS\u

)
dxu.
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The anchored Sobolev space. On the other hand, we are also going to con-
sider the so-called anchored Sobolev space H ′

sob,s,1,γ . The reproducing kernel of

H ′
sob,s,1,γ is given by

K′(x,y) :=

s∏

j=1

(
1 + γj min(1− xj , 1− yj)

)
,

which has been studied, e.g., in [1, 3, 13, 23, 24]. The inner product in H ′
sob,s,1,γ

is given by

〈F,G〉sob,s,1,γ :=
∑

u⊆[s]
u6=∅

∏

j∈u

γ−1
j

∫

[0,1]|u|

∂|u|F

∂xu

(xu,1)
∂|u|G

∂xu

(xu,1) dxu.

For a reproducing kernel Hilbert space H ∈ {Hsob,s,γ ,H
′
sob,s,1,γ} we are

going to study the worst-case error of integration using a point set PN,s of N
points in [0, 1)s,

e(PN,s,H ) := sup
F∈H

‖F‖≤1

|Is(F )−QN,s(F )| ,

where ‖·‖ denotes the norm in H induced by the inner product. To stress the
dependence on the reproducing kernel we will also write e(PN,s, L) instead of
e(PN,s,H ) where L ∈ {K,K′} denotes the corresponding reproducing kernel.

As mentioned above, digital shifts of a point set offer a convenient way of
randomizing given quasi-Monte Carlo point sets. In particular, this has proven
useful in deriving average type results on the integration error of such point
sets in weighted Sobolev spaces. Indeed, one frequently studies the mean square
worst-case integration error of polynomial lattices PN,s, defined by

ê2(PN,s,H ) := Eσ[e
2(PN,s ⊕ σ,H )] =

∫

[0,1]s
e2(PN,s ⊕ σ,H ) dσ,

i.e., one considers the expectation of the worst-case integration error with respect
to a randomly chosen general digital shift.

Regarding the mean square worst-case integration error in the unanchored
Sobolev space Hsob,s,γ , it was shown in [6, Theorem 12.14] (see also [5] for a pure
existence result) that for any irreducible polynomial f ∈ Zb[x] with deg(f) = m
one can construct, component by component, a generating vector g ∈ (G∗

b,m)s

such that
ê2
(
PN,s(g, f),Hsob,s,γ

)
≤ cs,b,γ,λb

−m/λ

for any λ ∈ (1/2, 1], with an explicitly known positive constant cs,b,γ,λ. Under
certain conditions on the weights γ one can show the property that cs,b,γ,λ
(and hence also the worst-case error) depends only polynomially, or even does
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not depend at all, on the dimension s, i.e. we can obtain (strong) polynomial
tractability, which is the technical notion for such a behavior. A result of the same
tenor for the anchored Sobolev space H ′

sob,s,1,γ can be found in [3]. Furthermore,
a generalization to the case where f is not necessarily irreducible is also possible
by using results outlined in [11] (see [3, 11] for further details).

The results mentioned above are only valid for the mean square worst-case
error with respect to all possible digital shifts. In the following section we present
an algorithm for the construction of polynomial lattice point sets and of digital
shifts such that we can find a small worst-case error (in the deterministic sense).

2. Component by component construction of polynomial

lattice points for unanchored and anchored Sobolev

spaces

In this section, we outline our results for the Sobolev spaces

H ∈
{
Hsob,s,γ ,H

′
sob,s,1,γ

}

with reproducing kernel L ∈ {K,K′} as defined in Subsection 1.2. It is well
known that the squared worst-case integration error in a reproducing kernel
Hilbert space can be expressed in terms of the kernel function. In the particular
case of the kernelK, using [6, Proposition 2.11] it is easily derived that for a point
set PN,s = {x0, . . . ,xN−1} in [0, 1)s, where xn = (xn,1, . . . , xn,s) for 0 ≤ n < N ,
we have

e2(PN,s, K)

= −1 +
1

N2

N−1∑

n,h=0

s∏

i=1

(
1 + γi

(
B2(|xn,i − xh,i|)

2
+
(
xn,i −

1
2

) (
xh,i −

1
2

)))
.

(1)

In the same way one obtains for the kernel K′

e2(PN,s, K
′) =

s∏

i=1

(
1 +

γi
3

)
−

2

N

N−1∑

n=0

s∏

i=1

(
1 +

γi
2

(
1− x2

n,i

))

+
1

N2

N−1∑

n,h=0

s∏

i=1

(
1 + γi min(1− xn,i, 1− xh,i)

)
.

We now state a very useful lemma that is a first technical step towards
making digital shifts that yield low worst-case integration error constructible.
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The following result states that a simplified digital shift of depth m in the last
component of a point set yields results at least as good as the mean ordinary
digital shift of depth m. We first introduce some notation. Assume we have
a point set PN,s = {x0, . . . ,xN−1} in [0, 1)s, where xn = (xn,1, . . . , xn,s) for
0 ≤ n < N , and a point set PN,1 = {x0,s+1, . . . , xN−1,s+1} in [0, 1). Then we
denote by PN,s+1(PN,s,PN,1) the point set in [0, 1)s+1 consisting of the points
(xn,1, . . . , xn,s, xn,s+1) for 0 ≤ n < N .Lemma 1. Let Pbm,s be a point set of bm points in [0, 1)s, and let Pbm,1 be a
point set of bm points in [0, 1). Furthermore, let σm ∈ {ab−m : 0 ≤ a < bm}.
Let L ∈ {K,K′}. Then it is true that

e2
(
Pbm,s+1(Pbm,s,Pbm,1 ⊕ σsimp

m ), L
)

≤ (bm)b
m

∫
[

0,
1
bm

]bm
e2
(
Pbm,s+1(Pbm,s,Pbm,1 ⊕ σm), L

)
dδ,

where δ = (δ0, . . . , δbm−1), and where

• Pbm,1 ⊕ σsimp
m denotes the point set obtained by applying the simplified

digital shift of depth m, based on σm, to Pbm,1,

• Pbm,1⊕σm denotes the point set obtained by applying the ordinary digital

shift of depth m, based on σm and δ ∈ [0, b−m)b
m

, to Pbm,1.

P r o o f. We show the result only for L = K. The result for L = K′ follows
in the same way.

For the rest of the paper we use the abbreviation

Kγi
(xn,i, xh,i) := 1 + γi

(
B2(|xn,i − xh,i|)

2
+
(
xn,i −

1
2

) (
xh,i −

1
2

))
.

We have

(bm)b
m

∫
[

0,
1
bm

]bm
e2
(
Pbm,s+1(Pbm,s,Pbm,1 ⊕ σm), K

)
dδ

= −1 +
1

b2m

bm−1∑

n=0

K(xn,xn)b
m

∫ 1
bm

0

Kγs+1
(zn,s+1 + δn, zn,s+1 + δn) dδn

+
1

b2m

bm−1∑

n,h

n6=h

K(xn,xh)(b
m)2
∫ 1

bm

0

∫ 1
bm

0

Kγs+1
(zn,s+1 + δn, zh,s+1 + δh) dδn dδh.
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Now

bm
∫ 1

bm

0

Kγs+1
(zn,s+1 + δn, zn,s+1 + δn) dδn

= 1 + γib
m

∫ 1
bm

0

(
zn,s+1 + δn − 1

2

)2
dδn

= 1 + γi

((
zn,s+1 −

1
2

)2
+
(
zn,s+1 −

1
2

) 1

bm
+

1

3b2m

)

≥ 1 + γi

((
zn,s+1 −

1
2

)2
+
(
zn,s+1 −

1
2

) 1

bm
+

1

22b2m

)

= Kγs+1

(
zn,s+1 +

1

2bm
, zn,s+1 +

1

2bm

)
.

In the same way it is easy to check that

(bm)2
∫ 1

bm

0

∫ 1
bm

0

Kγs+1
(zn,s+1 + δn, zh,s+1 + δh) dδn dδh

≥ Kγs+1

(
zn,s+1 +

1

2bm
, zh,s+1 +

1

2bm

)

and hence the result follows. �

For our construction algorithm, we need some technical tools. First of all,
we define Walsh functions, a class of functions that frequently occurs in the
analysis of polynomial lattice point sets (see, e.g., [6, Appendix A] for further
information). We recall that in this paper we assume that the base b is an
arbitrarily chosen, but fixed prime.Definition 1. For a non-negative integer k with base b representation

k = κ0 + κ1b+ κ2b
2 + · · ·+ κrb

r,

with κi ∈ {0, 1, . . . , b − 1}, 1 ≤ i ≤ r, we define the kth Walsh function to the
base b, bwalk : [0, 1) → C by

bwalk(x) = exp(2πi
(
ξ1κ0 + ξ2κ1 + · · ·+ ξr+1κr)/b

)
,

for x ∈ [0, 1) with base b representation x = ξ1b
−1 + ξ2b

−2 + · · · (unique in the
sense that infinitely many of the ξi must be different from b− 1).

Since we assume that the base b is fixed, we shall omit the base b in bwal and
write wal for short.

We also need an auxiliary function, which will occur in our error analysis:
for a positive integer k with base b representation k = κ0 + κ1b + · · · + κrb

r,
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where κi ∈ {0, 1, . . . , b− 1} for all 0 ≤ i ≤ r and κr 6= 0, we define

τ(k) :=
1

b2r+2

(
1

3
−

1

sin2(κrπ/b)

)
.

Furthermore, we set τ(0) := 1/3. Then for any m ∈ N, we have

bm−1∑

k=1

τ(k) =

m−1∑

r=0

br

b2r+2

(
1

3
−

b−1∑

κ=1

1

sin2(κπ/b)

)
= −

1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
, (2)

where we used the fact that
b−1∑

κ=1

sin−2(κπ/b) = (b2 − 1)/3

as it is shown in [6, Appendix A].

Furthermore, we define

c(K) :=
b+ 1

9
and c(K′) :=

b+ 1

3
.

We are now ready to show the following theorem which is the foundation of
our construction algorithm.Theorem 1. Let L ∈ {K,K′}. Let b be a prime and let m, s ∈ N be given.
Furthermore, let f ∈ Zb[x] be irreducible with deg(f) = m and assume that
PN,s is a point set in [0, 1)s with N = bm points such that

e2(PN,s, L) ≤
1

N

s∏

j=1

(
1 + γjc(L)

)
.

Then there exists a gs+1 ∈ Gb,m \ {0} and a σm ∈ {ab−m : 0 ≤ a < bm} such
that

e2
(
PN,s+1

(
PN,s,PN,1(gs+1, f)⊕ σsimp

m

)
, L
)
≤

1

N

s+1∏

j=1

(
1 + γjc(L)

)
.

P r o o f. We show the result only for L = K. The result for L = K′ follows in
the same way.

We first study the expression

Eσm
(e2) := Eσm

[
e2(PN,s+1(PN,s,PN,1(gs+1, f)⊕ σm), K)

]
,

where Eσm
means the expected value with respect to the digital shift σm of

depth m. We denote the points

• of PN,s by xn = (xn,1, . . . , xn,s), 0 ≤ n ≤ bm − 1,

• of PN,1(gs+1, f) by xn,s+1, 0 ≤ n ≤ bm − 1,

• and of PN,1(gs+1, f)⊕ σm by zn,s+1, 0 ≤ n ≤ bm − 1.
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Using Equation (1) and the definition of the second Bernoulli polynomial, we
have

Eσm
(e2) = −1 +

1

N2

N−1∑

n,h=0




s∏

j=1

Kγj
(xn,j, xh,j)




×

(
1 + γs+1

(
Eσm

[
(zn,s+1 − zh,s+1)

2
]
− Eσm

[|zn,s+1 − zh,s+1|]

2

+
1

12
+ Eσm

[(
zn,s+1 −

1
2

) (
zh,s+1 −

1
2

)]
))

= −1 +
1

N2

N−1∑

n,h=0




s∏

j=1

Kγj
(xn,j, xh,j)




×

(
1 + γs+1

(
Eσm

[
z2n,s+1

]
+ Eσm

[
z2h,s+1

]

2

+
−2Eσm

[zn,s+1zh,s+1]− Eσm
[|zn,s+1 − zh,s+1|]

2

+
1

3
+ Eσm

[zn,s+1zh,s+1]−
1

2

(
Eσm

[zn,s+1] + Eσm
[zh,s+1]

)))
.

We now use [6, Lemma 16.38 (1) and (2)] according to which we have

Eσm
[zn,s+1] =

1

2
and Eσm

[
z2n,s+1

]
=

1

3
.

for any n ∈ {0, 1, . . . , N − 1}. Consequently,

Eσm
(e2) = −1 +

1

N2

N−1∑

n,h=0




s∏

j=1

Kγj
(xn,j, xh,j)




×

(
1 + γs+1

(
1

6
−

1

2
Eσm

[|zn,s+1 − zh,s+1|]

))
.

Furthermore, we employ [6, Lemma 16.38 (3)], which yields

Eσm
(e2) = −1 +

1

N2

N−1∑

n,h=0




s∏

j=1

Kγj
(xn,j, xh,j)




×

(
1 + γs+1

(
1

6
−

1

2

N−1∑

k=0

τ(k)walk(xn,s+1 ⊖ xh,s+1)

))
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= e2(PN,s, K) +
1

N2

N−1∑

n,h=0




s∏

j=1

Kγj
(xn,j , xh,j)




× γs+1

(
1

6
−

1

2

N−1∑

k=0

τ(k)walk(xn,s+1 ⊖ xh,s+1)

)
,

where ⊖ denotes digit-wise subtraction modulo b.

Separating out the case k = 0, and observing that wal0(x)=1 for any x, yields

Eσm
(e2) = e2(PN,s, K)

−
γs+1

2

1

N2

N−1∑

n,h=0




s∏

j=1

Kγj
(xn,j , xh,j)




N−1∑

k=1

τ(k)walk(xn,s+1 ⊖ xh,s+1)

= e2(PN,s, K)−
γs+1

2

1

N2

N−1∑

n=0




s∏

j=1

Kγj
(xn,j , xn,j)




N−1∑

k=1

τ(k)walk(0)

−
γs+1

2

1

N2

N−1∑

n,h=0
n6=h




s∏

j=1

Kγj
(xn,j , xh,j)




N−1∑

k=1

τ(k)walk(xn,s+1 ⊖ xh,s+1).

Now we use the fact that walk(0) = 1 and (2), and we obtain

e2(PN,s, K)−
γs+1

2

1

N2

N−1∑

n=0




s∏

j=1

Kγj
(xn,j , xn,j)




N−1∑

k=1

τ(k)walk(0) ≤

≤ e2(PN,s, K) +
γs+1

2

1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
1

N2

N−1∑

n=0

s∏

j=1

Kγj
(xn,j, xn,j)

≤ e2(PN,s, K) + γs+1
b+ 1

9

1

N2

N−1∑

n=0

s∏

j=1

(
1 + γj

(
1

12
+

(
xn,j −

1

2

)2
))

≤ e2(PN,s, K) + γs+1
b+ 1

9

1

N2

N−1∑

n=0

s∏

j=1

(
1 +

γj
3

)

≤
1

N

s∏

j=1

(
1 + γj

b+ 1

9

)
+ γs+1

b+ 1

9

1

N

s∏

j=1

(
1 + γj

b+ 1

9

)

=
1

N

s+1∏

j=1

(
1 + γj

b+ 1

9

)
.
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We now analyze, for n, h ∈ {0, 1, . . . , N − 1}, n 6= h, the expression

MGb,m
:=

1

bm − 1

∑

gs+1∈Gb,m\{0}

N−1∑

k=1

τ(k)walk(xn,s+1 ⊖ xh,s+1).

Using the definition of the points of a polynomial lattice, we obtain

MGb,m
=

1

bm − 1

∑

gs+1∈Gb,m\{0}

N−1∑

k=1

τ(k)

× walk

(
νm

(
n(x)gs+1(x)

f(x)

)
⊖ νm

(
n(x)gs+1(x)

f(x)

))

=
1

bm − 1

∑

gs+1∈Gb,m\{0}

N−1∑

k=1

τ(k)walk

(
νm

(
(n⊖ h)(x)gs+1(x)

f(x)

))
.

Now, since n 6= h, and since gs+1 runs through all of Gb,m \ {0}, we can write

MGb,m
=

1

bm − 1

N−1∑

k=1

τ(k)
∑

gs+1∈Gb,m\{0}

walk

(
νm

(
gs+1(x)

f(x)

))
.

Furthermore, again, since gs+1 runs through all of Gb,m \ {0}, and since f is
irreducible, we can rewrite MGb,m

as

MGb,m
=

1

bm − 1

N−1∑

k=1

τ(k)

bm−1∑

g=1

walk

( g

bm

)

=
1

bm − 1

N−1∑

k=1

τ(k)

(
bm−1∑

g=0

walk

( g

bm

)
− walk(0)

)

= −
1

bm − 1

N−1∑

k=1

τ(k)

=
1

bm − 1

1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
,

where we used the fact that

bm−1∑

g=0

walk (g/b
m) = 0, and (2).
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We can therefore conclude that MGb,m
≥ 0. Furthermore, it is easily seen that

Kγj
(xn,j, xh,j) = 1 + γj

(
B2(|xn,j − xh,j|)

2
+
(
xn,j −

1
2

) (
xh,j −

1
2

))
≥ 0.

This implies that

1

bm − 1

∑

gs+1∈Gb,m\{0}

(
−
γs+1

2

) 1

N2

N−1∑

n,h=0
n6=h




s∏

j=1

Kγj
(xn,j, xh,j)




N−1∑

k=1

τ(k)walk(xn,s+1 ⊖ xh,s+1) ≤ 0.

Putting all of these results together, we see that there exists a gs+1∈Gb,m\{0}
such that

Eσm

[
e2
(
PN,s+1

(
PN,s,PN,1(gs+1, f)⊕ σm

)
, K
)]

≤
1

N

s+1∏

j=1

(
1 + γj

b+ 1

9

)
.

Thus, there exists a gs+1 ∈ Gb,m \ {0} and a special σm such that the digital
shift of depth m based on σm satisfies

e2
(
PN,s+1

(
PN,s,PN,1(gs+1, f)⊕ σm

)
, K
)
≤

1

N

s+1∏

j=1

(
1 + γj

b+ 1

9

)
.

And, finally, invoking Lemma 1, we see that it is sufficient to consider the
simplified digital shift of depth m based on σm in the above expression. �

Based on Theorem 1, we can now formulate our construction algorithms for
polynomial lattice points with low worst-case integration error in the spaces
Hsob,s,γ and H ′

sob,s,1,γ , respectively.Algorithm 1 (L = K). Let m, s ∈ N, and f ∈ Zb[x] (b a prime) be irreducible
with deg(f) = m be given, and set N := bm.

1) Set g1 = 1.

2) Find σ
(1)
m ∈ {ab−m : 0 ≤ a < bm} to minimize

e2
(

PN,1(1, f)⊕
(
σ(1)
m

)simp

, K

)
= −1 +

1

N2

N−1∑

n,h=0

Kγ1
(zn,1, zh,1),

where zn,1 denotes the nth point of PN,1(1, f)⊕
(
σ
(1)
m

)simp

.
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3) For d=1, 2, . . . , s−1, suppose we already found g1, . . . , gd and σ
(1)
m , . . . , σ

(d)
m .

Proceed as follows.
3a) Find gd+1 ∈ Gb,m \ {0} to minimize

−
γd+1

2

1

N2

N−1∑

n,h=0




d∏

j=1

Kγj
(xn,j, xh,j)




N−1∑

k=1

τ(k)walk(xn,d+1 ⊖ xh,d+1),

where xn,d+1 denotes the (d+1)th component (obtained by the means
of gd+1) of the nth point of

PN,d+1

(
PN,d((g1, . . . , gd), f)⊕

((
σ(1)
m , . . . , σ(d)

m

))simp

,PN,1(gd+1, f)

)
.

3b) Find σ
(d+1)
m ∈ {ab−m : 0 ≤ a < bm} to minimize

e2
(

PN,d+1((g1, . . . , gd+1), f)⊕
((

σ(1)
m , . . . , σ(d+1)

m

))simp

, K

)

= −1 +
1

N2

N−1∑

n,h=0




d∏

j=1

Kγj
(xn,j , xh,j)




×

(
1 + γd+1

(
(zn,d+1 − zh,d+1)

2 − |zn,d+1 − zh,d+1|

2

+
1

12
+
(
zn,d+1 −

1
2

) (
zh,d+1 −

1
2

)))
,

where zn,d+1 denotes the (d+ 1)th component of the nth point of

PN,d+1((g1, . . . , gd+1), f)⊕
((

σ(1)
m , . . . , σ(d+1)

m

))simp

.Algorithm 2 (L = K′). Let m, s ∈ N, and f ∈ Zb[x] (b a prime) be irreducible
with deg(f) = m be given, and set N := bm.

1) Set g1 = 1.

2) Find σ
(1)
m ∈ {ab−m : 0 ≤ a < bm} to minimize

e2
(

PN,1(1, f)⊕
(
σ(1)
m

)simp

, K′

)
=1 +

γ1
3

−
2

N

N−1∑

n=0

(
1 +

γ1
2

(
1− z2n,1

))

+
1

N2

N−1∑

n,h=0

(
1 + γ1 min(1− zn,1, 1− zh,1)

)
,

where zn,1 denotes the nth point of PN,1 ⊕
(
σ
(1)
m

)simp

.
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3) For d=1, 2, . . . , s−1, suppose we already found g1, . . . , gd and σ
(1)
m , . . . , σ

(d)
m .

Proceed as follows.
3a) Find gd+1 ∈ Gb,m \ {0} to minimize

−
γd+1

2

1

N2

N−1∑

n,h=0




d∏

j=1

(
1 + γj min(1− xn,j, 1−xh,j)

)



×

N−1∑

k=1

τ(k)walk(xn,d+1 ⊖ xh,d+1),

where xn,d+1 denotes the (d+1)th component (obtained by the means
of gd+1) of the nth point of

PN,d+1

(
PN,d

(
(g1, . . . , gd), f

)
⊕
((

σ(1)
m , . . . , σ(d)

m

))simp

,PN,1(gd+1, f)

)
.

3b) Find σ
(d+1)
m ∈ {ab−m : 0 ≤ a < bm} to minimize

e2
(

PN,d+1((g1, . . . , gd+1), f)⊕
((

σ(1)
m , . . . , σ(d+1)

m

))simp

, K

)

=

d+1∏

j=1

(
1 +

γj
3

)
−

2

N

N−1∑

n=0




d∏

j=1

(
1 +

γj
2

(
1− x2

n,j

))



×
(
1 +

γd+1

2

(
1− z2n,d+1

))

+
1

N2

N−1∑

n,h=0




d∏

j=1

(
1 + γj min(1− xn,j, 1− xh,j)

)



×
(
1 + γd+1min(1− zn,d+1, 1− zh,d+1)

)
,

where zn,d+1 denotes the (d+ 1)-th component of the n-th point of

PN,d+1

(
(g1, . . . , gd+1), f

)
⊕
((

σ(1)
m , . . . , σ(d+1)

m

))simp

.Remark 1. As in [5, Appendix B] it can be shown that

bm−1∑

k=1

τ(k)walk(y)=

{
−1

3

(
1− 1

bm

)
if y = 0,

−1
3 + 2

|yi0
|(b−|yi0

|)

bi0+1 if yi0 6= 0 and yi = 0 ∀1 ≤ i < i0.

Therefore it follows that the cost of constructing an s-dimensional point set with
Algorithm 1 or Algorithm 2 is of order O(N3s2) if N = bm. This is in accordance
with the findings in [24].
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We can now show the following theorem.Theorem 2. Let L ∈ {K,K′}. Let m, s ∈ N, and f ∈ Zb[x] (b a prime) be irre-
ducible with deg(f) = m be given, and set N := bm. Then Algorithm 1 and Al-
gorithm 2, respectively, construct a polynomial lattice rule PN,s

(
(g1, . . . , gs), f

)

and a vector
(
σ
(1)
m , . . . , σ

(s)
m

)
∈ {ab−m : 0 ≤ a < bm}s such that

e2
(

PN,d

(
(g1, . . . , gd), f

)
⊕
((

σ(1)
m , . . . , σ(d)

m

))simp

, L

)
≤

1

N

d∏

j=1

(
1 + γjc(L)

)

for every d ∈ {1, . . . , s}.

P r o o f. We show the result only for L = K, by induction on d. The result for
L = K′ follows in a similar fashion. For d = 1, we obtain, similar to the proof
of Theorem 1,

Eσm

[
e2
(
PN,1(1, f)⊕ σ(1)

m , K
)]

=

= −1 +
1

N2

N−1∑

n,h=0

(
1 + γ1

(
1

6
−

1

2

N−1∑

k=0

τ(k)walk(xn,1 ⊖ xh,1)

))

= −
1

N2

N−1∑

n,h=0

γ1
2

N−1∑

k=1

τ(k)walk(xn,1 ⊖ xh,1)

=
1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
γ1
2N

−
1

N2

N−1∑

n,h=0
n6=h

γ1
2

N−1∑

k=1

τ(k)walk(xn,1 ⊖ xh,1)

=
1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
γ1
2N

−
γ1
2N2

N−1∑

n,h=0
n6=h

N−1∑

k=1

τ(k)walk(xn,1 ⊖ xh,1)

=
1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
γ1
2N

−
γ1
2N2

N−1∑

k=1

τ(k)

N−1∑

n,h=0
n6=h

walk

(
νm

(
n⊖ l

f

))

=
1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)
γ1
2N

+
γ1
2N

N−1∑

k=1

τ(k)

=
γ1
N

1

b

b2 − 2

3(b− 1)

(
1−

1

bm

)

≤
γ1
N

b+ 1

9
,
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and the result follows for d = 1.

Suppose we have already shown the result for some fixed d, then the induction
step to d+ 1 follows immediately by the proof of Theorem 1. �

3. Tractability

We now briefly discuss a concept stemming from complexity theory, namely
that of (polynomial) tractability and strong tractability. As our discussion follows
standard arguments, we only state a few crucial points regarding our results.
For further information on tractability, we refer the interested reader to the
monographs [18, 19].

For the following, let
H ∈ {Hsob,s,γ ,H

′
sob,s,1,γ}

and let L be the corresponding kernel, i.e.,

L ∈ {K,K′}.

We first define the initial error of multivariate integration (i.e., the error without
sampling a function) in H by

e0,s(L) := sup
F∈H

‖F‖≤1

|Is(F )| ,

where ‖·‖ denotes the norm in H induced by the inner product. According to
[6, Proposition 2.11] we have

e20,s(L) =

∫

[0,1]2s
L(x,y) dx dy

and hence for both spaces considered, it is easily checked that the initial error
equals one.

The task we consider is to reduce the initial error by a factor of ε ∈ (0, 1).
We define

Nmin(ε, s, L) := min
{
N ∈ N : ∃ PN,s : e(PN,s, L) ≤ ε

}

and say that the integration problem in H is (polynomially) QMC-tractable if
there exist non-negative integers c, p, q such that

Nmin(ε, s, L) ≤ csqε−p

holds for all s ∈ N and all ε ∈ (0, 1).
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We further say that the integration problem in H is strongly (polynomially)
QMC-tractable, if the above inequality holds with q = 0.

We now have the following result.Theorem 3. Let L ∈ {K,K′}.

1) Suppose that

Σ1 := lim sup
s→∞

∑s
j=1 γj

log s
< ∞.

Then, for any s,m ∈ N, N = bm, the point set PN,s constructed by Algo-
rithm 1 or 2, respectively, yields

e(PN,s, L) ≤ cδs
(Σ1+δ)c(L)/2N−1/2,

for any δ > 0 where cδ > 0. In particular, we obtain QMC-tractability for
the integration problem in H ∈ {Hsob,s,γ ,H

′
sob,s,1,γ}.

2) Suppose that

Σ2 :=

∞∑

j=1

γj < ∞.

Then, for any s,m ∈ N, N = bm, the point set PN,s constructed by
Algorithm 1 or 2, respectively, yields

e(PN,s, L) ≤ exp

(
Σ2

c(L)

2

)
N−1/2.

In particular, we obtain strong QMC-tractability for the integration prob-
lem in H ∈ {Hsob,s,γ ,H

′
sob,s,1,γ}.

P r o o f. Let γj be a sequence of nonnegative weights. Then we have

s∏

j=1

(1 + c(L)γj) = exp




s∑

j=1

log(1 + c(L)γj)




≤ exp


c(L)

s∑

j=1

γj


 = sc(L)

∑

s
j=1

γj/ log s,

so the result follows by standard arguments. �
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[18] NOVAK, E. – WOŹNIAKOWSKI, H.: Tractability of Multivariate Problems. Vol-

ume I: Linear Information, EMS Tracts in Mathematics, 6 European Mathematical
Society (EMS), Zurich, 2008.
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