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A CONSTRUCTION OF PSEUDORANDOM BINARY

SEQUENCES USING RATIONAL FUNCTIONS

László Mérai

ABSTRACT. In this paper a large family of finite pseudorandom binary se-
quences is constructed by using rational function modulo p. This construction
generalizes earlier ones based on the use of the multiplicative inverse modulo p
and additive characters, respectively.

Communicated by Christian Mauduit

1. Introduction

In order to study the pseudorandomness of finite binary sequences, Mauduit
and Sárközy introduced several definitions in [7]. For a given binary sequence

EN = {e1, . . . , eN} ∈ {−1,+1}N

the well-distribution measure of EN is defined by

W (EN ) = max
a,b,t

|U(EN , t, a, b)| = max
a,b,t

∣∣∣∣∣∣

t−1∑

j=0

ea+jb

∣∣∣∣∣∣
,

where the maximum is taken over all a, b, t ∈ N such that 1 ≤ a ≤ a+(t− 1)b ≤
N , and the correlation measure of order k of EN is defined as

Ck(EN ) = max
M,D

|V (EN ,M, D)| = max
M,D

∣∣∣∣∣
M∑

n=1

en+d1en+d2 . . . en+dk

∣∣∣∣∣ ,

where the maximum is taken over all D = (d1, . . . , dk) and M such that 0 ≤
d1 < d2 < · · · < dk ≤ N −M .

The sequence EN is considered as a ”good” pseudorandom sequence if both
these measures W (EN ) and Ck(EN ) (at least for small k) are ”small” in terms
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LÁSZLÓ MÉRAI

of N (in particular, both are o(N) as N → ∞). This terminology is justified
since for a truly random sequence EN each of these measures is ¿ √

N log N
and À √

N . (For a more precise version of this result see [1].)
Using the Legendre symbol, Mauduit and Sárközy [7] defined a binary se-

quence by putting N = p− 1 and

en =
(

n

p

)
for n = 1, . . . , p− 1, (1)

where p is a prime number. They proved:

W (Ep−1) ¿ p1/2 log p, Ck(Ep−1) ¿ kp1/2 log p.

In [5], Goubin, Mauduit and Sárközy constructed a large family of pseudo-
random sequences by generalizing (1). Namely, if f is a polynomial of degree k
satisfying certain conditions, and the sequence Ep = (e1, . . . , ep) is defined by

en =

{ (
f(n)

p

)
for p - f(n),

1 for p | f(n),

then they proved:

W (Ep) ≤ 10kp1/2 log p, C`(Ep) ≤ k`p1/2 log p.

Later, in [4], Mauduit, Rivat and Sárközy showed using additive characters
that if the sequence Ep is defined by

en =
{

+1 if rp(f(n)) < p/2,
−1 otherwise, (2)

where p is a prime number, rp(n) denotes the least nonnegative residue of n
modulo p, and f(x) ∈ Fp[x], then

W (Ep) ¿ kp1/2(log p)2, C`(Ep) ≤ kp1/2(log p)`+1.

where k = deg f(x) and 2 ≤ ` ≤ k − 1.
Although this construction can be computed fast, they showed by an example

that if the order of the correlation is greater than the degree of the polynomial,
then the correlation can be large.

Mauduit and Sárközy, in [6], suggested an other easily computable construc-
tion based on the multiplicative inverse. Namely, if p is a prime number,
g(x) ∈ Fp[x], g(x) has degree k (0 < k < p) and no multiple zero in Fp, and the
binary sequence Ep = {e1, . . . , ep} defined by

en =
{

+1 if (g(n), p) = 1 and rp(g−1(n)) < p
2

−1 otherwise, (3)
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then
W (Ep) ¿ kp1/2(log p)2.

Additionally, if ` ∈ N with 2 ≤ ` ≤ p, and one of the following conditions holds:

(1) ` = 2,
(2) (4k)` < p,
(3) k` < p

2 and g(x) is of the form g(x) = (x+ a1)(x+ a2) . . . (x+ ak) over Fp,

then we also have
C`(Ep) ¿ k`p1/2(log p)`+1. (4)

We can give a common generalization of construction (2) and (3). Instead
of studying the distribution of f(n) or 1/g(n) in the residue classes modulo p,
we can study f(n)/g(n). Here and henceforth f(n)

g(n) is defined as f(n)g(n)−1, if
g(n) 6= 0.

We will show that this construction is an efficient generalization, namely if
f(x)/g(x) is a non-polynomial rational function, i.e. g(x) - f(x), then we can
avoid a restrictive condition on the order of the correlation and we can also give
a nontrivial upper bound for correlation of ”large” order.

Theorem 1. Assume that p is a prime number, f(x), g(x) ∈ Fp[x], g(x) -
f(x) and g(x) has no multiple zero in Fp. Define the binary sequence Ep =
{e1, . . . , ep} by

en =

{
+1 if (g(n), p) = 1 and rp

(
f(n)
g(n)

)
< p

2

−1 otherwise.
Then we have

W (Ep) ¿ (deg f + deg g)p1/2(log p)2. (5)

Theorem 2. Define p, f(x), g(x) and Ep in the same way as in Theorem 1.
Assume also that (f(x), g(x)) = 1, ` ∈ N with 2 ≤ ` ≤ p, and one of the
following conditions holds:

(1) ` = 2,
(2) (4 deg g)` < p.

Then we also have

C`(Ep) ¿ (deg f + (` + 1) deg g)p1/2(log p)`+1. (6)

Theorem 3. Assume that p is a prime number, ` ∈ N, 2 ≤ ` ≤ p,

` deg g <
p

2
, (7)
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and g(x), f(x) ∈ Fp[x], g(x) - f(x) and g(x) is of the form

g(x) = (x + a1)(x + a2) . . . (x + ak) (8)

with ai 6= aj for i 6= j. Then defining Ep in the same way as in Theorem 1, (6)
also holds.

2. The Eichenauer-Herrmann–Niederreiter inequality

The proofs will be based on the following variant of a result of Eichenauer-
Herrmann and Niederreiter [3]:

Lemma 4. Let p be a prime, let Q(x), R(x) ∈ Fp[x] such that R(x) - Q(x), and
let s be the number of distinct roots of the polynomial R in Fp. Furthermore, let
χ be a nontrivial additive character of Fp and 1 ≤ N < p.

If deg Q ≤ deg R, then
∣∣∣∣∣∣∣∣

∑

0≤n<N
R(n)6=0

χ

(
Q(n)
R(n)

)
∣∣∣∣∣∣∣∣
<(deg R + s)p1/2

(
4
π

log p + 0.38 +
0.64
p

)
+

+
N

p

(
(deg R + s− 2)p1/2 + 1

)
,

and if deg Q > deg R, then

∣∣∣∣∣∣∣∣

∑

0≤n<N
R(n) 6=0

χ

(
Q(n)
R(n)

)
∣∣∣∣∣∣∣∣

< (deg Q + s − 1)p1/2

(
4
π

log p + 0.38 +
0.64 + N

p

)
.

It follows from these inequalities that in both cases we have:

∣∣∣∣∣∣∣∣

∑

0≤n<N
R(n)6=0

χ

(
Q(n)
R(n)

)
∣∣∣∣∣∣∣∣
< 3(max{deg Q, deg R}+ s)p1/2 log p.

The proof of the lemma is based on the Bombieri-Weil bound [2] in the fol-
lowing form given by Moreno and Moreno (Theorem 2 in [9]).
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Lemma 5. Let q be an arbitrary prime power, Q/R be a rational function over
Fq which is not of the form Ap − A with A ∈ Fq(x) and p the characteristic of
Fq. Let s be the number of distinct roots of the polynomial R in Fq. If χ is a
nontrivial additive character of Fq, then

∣∣∣∣∣∣∣∣

∑

0≤n<N
R(n)6=0

χ

(
Q(n)
R(n)

)
∣∣∣∣∣∣∣∣
≤ (

max{deg Q, deg R}+ s∗ − 2
)
q1/2 + δ

where s∗ = s and δ = 1 if deg Q ≤ deg R, and s∗ = s + 1 and δ = 0 otherwise.

Now we can prove Lemma 4:

P r o o f o f L e m m a 4. Since the proof is similar to the proof of the original
version of the lemma in [3], we will leave some details to the reader.

We can assume that deg Q, deg R < p and p > 5 since the result is trivial
otherwise. Denote the exponential sum in the lemma by SN , then

SN =
∑

0≤n<N
R(n)6=0

χ

(
Q(n)
R(n)

)
=

∑

n∈Fp

R(n)6=0

χ

(
Q(n)
R(n)

) N−1∑
r=0

1
p

p−1∑
u=0

χ(u(n− r)).

The absolute value of SN can be estimated in the following way

|SN | ≤ 1
p

p−1∑
u=0

∣∣∣∣∣
N−1∑
r=0

χ(ur)

∣∣∣∣∣

∣∣∣∣∣∣∣∣

∑

n∈Fp

R(n)6=0

χ

(
Q(n)
R(n)

+ un

)
∣∣∣∣∣∣∣∣
+

+
N

p

∣∣∣∣∣∣∣∣

∑

n∈Fp

R(n)6=0

χ

(
Q(n)
R(n)

+ un

)
∣∣∣∣∣∣∣∣
. (9)

For fixed u ∈ Fp we consider the rational function

Qu(x)
R(x)

=
Q(x)
R(x)

+ ux.

To use Lemma 5 it is sufficient to show that Qu(x)/R(x) is not of the form
Ap −A with A ∈ Fp(x). Suppose that

Qu

R
=

(
K

L

)p

− K

L
(10)
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with polynomials K(x), L(x) ∈ Fp[x] with gcd(K(x), L(x)) = 1. Then

LpQu = (Kp−1 − Lp−1)KR.

Lp | R by gcd(K(x), L(x)) = 1. Since deg R < p then L is a nonzero constant
polynomial. Thus

Qu = (αKp + βK)R
some α, β ∈ Fp with αβ 6= 0. By the definition of Qu(x) = Q(x) + uxR(x) we
can rewrite the previous equation in the following way:

Q(x) = (αKp(x) + βK(x)− ux)R(x).

Since R(x) - Q(x) and either deg(αKp(x) + βK(x)− ux) > p or deg(αKp(x) +
βK(x) − ux) = 1 (if K(x) is the constant polynomial) we get that (10) cannot
hold.

Thus, we can use Lemma 5 to the complete exponential sum in (9). If deg Q ≤
deg R, then we have

|SN | ≤ 1
p

p−1∑
u=0

∣∣∣∣∣
N−1∑
r=0

χ(ur)

∣∣∣∣∣ (deg R + s)p1/2 +
N

p

(
(deg R + s − 2)p1/2 + 1

)

and
p−1∑
u=0

∣∣∣∣∣
N−1∑
r=0

χ(ur)

∣∣∣∣∣ <
4
π

p log p + 0.38p + 0.64.

This establishes the bound in the case when deg Q ≤ deg R, the bound for
deg Q > deg R can be proved similarly. ¤

3. Proof of Theorem 1

For the proof of each theorem we will need the following result from harmonic
analysis (Lemma 2 in [4]):

Lemma 6. If n ∈ Z and p is an odd integer, then we have
1
p

∑

|a|<p/2

vp(a)ep(an) =
{

+1 if rp(n) < p
2

−1 otherwise,

where vp(a) is a function of period p such that

vp(0) = 1

and

vp(a) = 1 + i
(−1)a − cos(πa/p)

sin(πa/p)
for 1 ≤ |a| < p/2.
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Furthermore, vp(a) satisfies

vp(a) =
{ O(1) if a is even,
− 2p

πa i +O(1) if a is odd.

Here we used the notation ep(a) = e2πia/p (and the letter i is used in the
sense

√−1).
We are ready to prove Theorem 1.

P r o o f o f T h e o r e m 1. To prove (5), consider any a, b, t ∈ N with a ≤ a +
(t− 1)b ≤ p, b < p. Then by Lemma 6 we get

U(Ep, t, a, b) =
t−1∑

j=0

ea+jb =

=
1
p

∑

|h|<p/2

vp(h)




∑

0≤j≤t−1
g(a+jb)6=0

ep

(
h

f(a + jb)
g(a + jb)

)
+O




∑

0≤j≤p
g(a+jb)=0

1





 . (11)

It follows from the condition on b that (b, p) = 1. Thus writing Q(j) =
f(a + jb) and R(j) = g(a + jb), we have

deg f = deg Q and deg g = deg R.

For h 6= 0 the inner sum in (11) can been estimated by Lemma 4 with
max{deg f, deg g} + s ≤ 2(deg f + deg g) (where s is the number of distinct
zeros of R) :

|U(Ep, a, b, t)| ¿ |vp(0)|+ 1
p

∑

1<|h|<p/2

|vp(h)| ·

· ((deg f + deg g)p1/2 log p + deg g). (12)

By Lemma 3 we have
|vp(h)| ¿ p

h
uniformly for h 6= 0. Thus by Lemma 6, it follows from (12) that

|U(Ep, a, b, t)| ¿ (deg f + deg g)p1/2 log p
∑

1<|h|<p/2

1
h
¿

¿ (deg f + deg g)p1/2(log p)2

which completes the proof of Theorem 1. ¤
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4. Proof of Theorem 2

In order to prove the theorem we will need the following lemma (Lemma 4 in
[6]):

Lemma 7. Assume that p is a prime number, k, ` ∈ N and k, ` < p. Assume
also that one of the following conditions holds:

(1) ` ≤ 2,
(2) (4k)` < p.

Then for all A,B ⊂ Zp with |A| = k, |B| = `, there is a c ∈ Zp so that the
equation

a + b = c, a ∈ A, b ∈ B (13)

has exactly one solution in a, b.

P r o o f o f T h e o r e m 2. In order to prove the theorem consider any D =
(d1, d2, . . . , d`) and M such that 0 ≤ d1 < d2 < · · · < d` ≤ p − M . Then by
Lemma 6 we have

V (Ep,M,D) =
M∑

n=1

en+d1 . . . en+d`
=

=
1
p`

∑

1≤n≤M
g(n+d1),..., g(n+d`)6=0

∏̀

i=1

∑

|hi|<p/2

vp(hi)ep

(
hi

f(n + di)
g(n + di)

)
+

+O




∑

1≤n≤M
g(n+d1)=0

1 + · · ·+
∑

1≤n≤M
g(n+d`)=0

1




whence, separating the contribution of the term with h1 = · · · = h` = 0,

V (Ep,M, D) = (14)

=
1
p`

(M +O(` deg g)) +

+
1
p`

∑

|h1|<p/2

· · ·
∑

|h`|<p/2

(h1,...,h`)6=(0,...,0)

vp(h1) . . . vp(h`) ·
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·
∑

1≤n≤M
g(n+d1),..., g(n+d`)6=0

ep

(
h1

f(n + d1)
g(n + d1)

+ · · ·+ h`
f(n + d`)
g(n + d`)

)
+

+O(` deg g) =

=
1
p`

∑

|h1|<p/2

· · ·
∑

|h`|<p/2

(h1,...,h`)6=(0,...,0)

vp(h1) . . . vp(h`) ·

·
∑

1≤n≤M
g(n+d1),..., g(n+d`)6=0

ep

(
h1

f(n + d1)
g(n + d1)

+ · · ·+ h`
f(n + d`)
g(n + d`)

)
+

+O(` deg g).

Now consider one of the innermost sums (where now (h1, . . . , h`) 6= (0, . . . , 0)),
and let hi1 < · · · < hir

denote the hi’s with 1 ≤ i ≤ `, hi 6= 0. Then we have

∑

1≤n≤M
g(n+d1),..., g(n+d`)6=0

ep

(
h1

f(n + d1)
g(n + d1)

+ · · ·+ h`
f(n + d`)
g(n + d`)

)
= (15)

=
∑

1≤n≤M
g(n+di1 ),..., g(n+dir )6=0

ep

(
hi1

f(n + di1)
g(n + di1)

+ · · ·+ hir

f(n + dir )
g(n + dir )

)
+

+O(` deg g) =

=
∑

1≤n≤M
Rh1,...,hr (n) 6=0

ep

(
Qh1,...,hr (n)
Rh1,...,hr (n)

)
+O(` deg g)

with

Qh1,...,h`
(n) =

r∑
t=1

hitf(n + dit)
∏

1≤j≤r
j 6=t

g(n + dij ) (16)

and

Rh1,...,h`
(n) =

r∏

j=1

g(n + dij )

so that

deg Qh1,...,h`
(n) = deg f + (r − 1) deg g ≤ deg f + (`− 1) deg g (17)
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and
deg Rh1,...,h`

(n) = r deg g ≤ ` deg g. (18)

In order to apply the Lemma 4, we need the following result:

Lemma 8. If p, the polynomials f(x), g(x), and ` satisfy the assumptions in
Theorem 2 then

Rh1,...,h`
(n) - Qh1,...,h`

(n) (19)
for (h1, . . . , h`) 6= (0, . . . , 0).

Then by Lemma 8 we can use Lemma 4 to estimate each of the sum (15). By
(18), we obtain that uniformly in (h1, . . . , h`) 6= (0, . . . , 0), each of these sums is

¿ (max{deg Qh1,...,h`
, deg Rh1,...,h`

}+ sh1,...,h`
)p1/2 log p ≤

≤ 2(deg f + (` + 1) deg g)p1/2 log p,

where sh1,...,h`
is the number of the distinct zeros of Rh1,...,h`

.
Thus by Lemma 6, it follows from (14) that

V (Ep,M, D) ¿
¿ 1

p`

∑

|h1|<p/2

· · ·
∑

|h`|<p/2

(h1,...,h`)6=(0,...,0)

vp(h1) . . . vp(h`) ·

·(deg f + (` + 1) deg g)p1/2 log p +O(` deg g) ≤

≤ (deg f + (` + 1) deg g)p1/2−` log p


 ∑

|h|<p/2

|vp(h)|



`

+

+O(` deg g) ¿

¿ (deg f + (` + 1) deg g)p1/2−` log p


1 +

∑

0<|h|<p/2

p

h




`

+

+O(` deg g) ¿
¿ (deg f + (` + 1) deg g)p1/2(log p)`+1

which proves (6). ¤

Finally, it remains to prove the lemma.

P r o o f o f L e m m a 8. We will use the approach used in [6]. We will say that
the polynomials ϕ(x), ψ(x) ∈ Fp[x] are equivalent: ϕ ∼ ψ if there is an a ∈ Fp

such that ϕ(x + a) = ψ(x). Clearly, this is an equivalence relation.
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Write g(x) as the product of irreducible polynomials over Fp. It follows from
our assumption on g(x) that these irreducible factors are distinct and co-prime to
f(x). Let us group these factors so that in each group the equivalent irreducible
factors are collected. Consider a typical group ϕ(x + a1), . . . , ϕ(x + ar) (where
r ≤ k), and consider the polynomial

φt(x) =
∏

1≤j≤r
j 6=t

g(x + dij )

occurring in the t-th term in the definition of Qh1,...,hr
(x), and write φt(x) as

constant times the product of unitary irreducible polynomials. Then all poly-
nomials ϕ(x + au + dij

) with 1 ≤ u ≤ s, 1 ≤ j ≤ r, j 6= t will occur amongst
these irreducible factors of φt(x). All these polynomials are equivalent, and no
other irreducible factor belonging to this equivalence class will occur amongst
the irreducible factors of φt(x).

Now set A = {a1, . . . , as}, B = {di1 , . . . , dir
}. It follows from assumption (1)

and (2) in Theorem 2 that either

|B| = r ≤ ` = 2

or
(4|A|)|B| ≤ (4 deg g(x))` ≤ (4k)` < p

holds, so that one of the assumptions (1) or (2) in Lemma 7 holds, and thus the
lemma can be applied. We obtain that there is a c ∈ Fp so that it has exactly
one representation in form (13), i.e., in form

au + dij = c, 1 ≤ u ≤ s, 1 ≤ j ≤ r;

denote the unique u, j in this representation of c by U , resp. J . Then clearly, the
J-th term in the sum (16) is not divisible by the polynomial ϕ(n+c), but all the
other terms in this sum are divisible by ϕ(n + c). Thus their sum, Qh1,...,h`

(n)
is not divisible by this polynomial so it is not divisible by Rh1,...,h`

(n). ¤

5. Proof of Theorem 3

Using the notations in the proof of Theorem 2 it suffices to prove the following
lemma.

Lemma 9. If p, the polynomials f(x), g(x), and ` satisfy the assumptions in
Theorem 3 then

Rh1,...,hr (n) - Qh1,...,hr (n) (20)
for every (h1, . . . , h`) 6= (0, . . . , 0) (with |hi| < p/2 for i = 1, . . . , `).
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To prove Lemma 9 we will need the following result of Mauduit and Sárközy
(Lemma 7 in [6]).

Lemma 10. Let t ∈ N and L(x) ∈ Fp be a nonzero polynomial of the form

L(x) = λ1x
n1 + λ2x

n2 + · · ·+ λtx
nt (21)

with 0 ≤ n1 < n2 < · · · < nt ≤ p−1, and for a nonzero polynomial g(x) ∈ Fp[x],
let J(g(x)) denotes the greatest nonnegative integer J with (x−1)J | g(x). Then
we have

J(L(x)) ≤ t− 1.

P r o o f o f L e m m a 9. Write the rational function f(x)/g(x) in the following
form

f(x)
g(x)

= q(x) +
r(x)
g(x)

,

where q(x), r(x) ∈ Fp[x] and 0 < deg r(x) < deg g(x) (since g(x) - f(x)).
With this notation, we have

Qh1,...,h`
(n)

Rh1,...,h`
(n)

=
r∑

j=1

hij

f(n + dij )
g(n + dij )

=

=
r∑

j=1

hij

(
q(n + dij ) +

r(n + dij )
g(n + dij )

)
=

= Sh1,...,h`
(n) +

r∑

j=1

hij

r(n + dij )
g(n + dij )

= Sh1,...,h`
(n) +

Q′
h1,...,h`

(n)
Rh1,...,h`

(n)
,

where Sh1,...,h`
(x), Q′

h1,...,h`
(n) ∈ Fp[x],

Q′h1,...,h`
(n) =

r∑
t=1

hitr(n + dij )
∏

1≤j≤r
j 6=t

g(n + dij ) (22)

and
deg Q′

h1,...,h`
(n) < deg Rh1,...,h`

(n). (23)

To prove that (20) holds, it suffices to show that

Rh1,...,h`
(n) - Q′h1,...,h`

(n) (24)

or equivalently that
Q′h1,...,h`

(x) 6= 0 (25)

in Fp[x].
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To show that this holds we can use the approach developed in [6]. Namely, if
p is a prime number, u(x)

v(x) is a rational function over Fp with deg u(x) < deg v(x)
and v(x) is of the form v(x) = (x + a1) · · · · · (x + az) with ai 6= aj for i 6= j and

1 ≤ z = deg v(x) <
p

2
, (26)

then u(x)
v(x) has a unique partial fraction decomposition of the form

u(n)
v(n)

=
A1

n + a1
+ · · ·+ Az

n + az

over Fp (this holds for all n with n 6= −ai for i = 1, . . . z), and this can be
rewritten as

u(n)
v(n)

=
B0

n
+

B1

n + 1
+ · · ·+ Bp−1

n + p− 1
, (27)

where the numbers Bi = Bi(u(n)/v(n)) with 0 ≤ i ≤ p− 1 are also unique. For
such a rational function u(x)

v(x) , define the polynomial P (x) = P (u(n)/v(n); x) by

P (x) = B0 + B1x + · · ·+ Bp−1x
p−1. (28)

Now assume that contrary to (25) there exist (h1, . . . , h`) 6= (0, . . . , 0) such
that (25) does not hold, i.e.

Q′
h1,...,h`

(n) ≡ 0. (29)

It follows that the partial fraction decomposition of from (27) of the rational
function Q′h1,...,h`

(n)/Rh1,...,h`
(n) is

Q′h1,...,h`
(n)

Rh1,...,h`
(n)

=
∑̀

j=1

hi
r(n + di)
g(n + di)

=
0
n

+
0

n + 1
+ · · ·+ 0

n + p− 1
.

The condition (26) holds by (7) so that the representation (27) is unique. It
follows that

P


∑̀

j=1

hi
r(n + di)
g(n + di)

;x


 ≡ 0.

On the other hand

P


∑̀

j=1

hi
r(n + di)
g(n + di)

;x


 =

∑̀

j=1

hiP

(
r(n + di)
g(n + di)

;x
)
≡

≡
∑̀

j=1

hi

(
xdiP

(
r(n)
g(n)

; x
))

= H(x)P
(

r(n)
g(n)

;x
)

(mod xp − 1), (30)
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where

H(x) =
∑̀

j=1

hix
di .

Moreover, we have xp − 1 = (x− 1)p in Fp[x].
It follows from (29) and (30) that (in Fp[x]) we have

(x− 1)p | (xp − 1) | H(x)P
(

r(n)
g(n)

; x
)

therefore

J

(
H(x)P

(
r(n)
g(n)

;x
))

≥ p. (31)

On the other hand by the definition of the polynomial H(x), it is a polynomial
of form (21) with ` in place t, so that by Lemma 10 we get

J(H(x)) ≤ `− 1. (32)

Now consider the polynomial P
(

r(n)
g(n) ; x

)
. This is a nonzero polynomial of

degree at most p − 1, and t, the number of nonzero terms of it is equal to the
number of the nonzero terms of the partial fraction decomposition of type (27)
of f(n)/g(n) which, by (8), is now of form

r(n)
g(n)

=
r(n)

(n + a1)(n + a2) . . . (n + ak)
=

=
A1

n + a1
+

A1

n + a2
+ · · ·+ Ak

n + ak

so that now t ≤ k. Thus by Lemma 10 we have

J

(
P

(
r(n)
g(n)

; x
))

≤ t− 1 ≤ k − 1. (33)

It follows from (7), (32) and (33) that

J

(
H(x)P

(
r(n)
g(n)

; x
))

≤ J (H(x)) + J

(
P

(
r(n)
g(n)

; x
))

≤ k + `− 2 ≤

≤ k + `− 2 + (k − 1)(`− 1) = k`− 1 <
p

2
− 1

which contradicts (31). Thus, indeed, the indirect assumption (29) leads to a
contradiction which completes the proof of Lemma 9. ¤
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