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Abstract

A femtosecond time-resolution broadband vibrational sum-frequency (SF) spec-

trometer to study metal-adsorbate systems in ultra-high vacuum has been con-

structed from an existing 150 fs, 800 nm, 10 Hz repetition rate laser system. A

commercial Optical Parametric Amplifier, and an in-house built pulse shaper (for

high spectral resolution) have been added. A novel alignment strategy using a thin

layer of alkali metal adsorbed onto the metal surface to generate large nonlinear

optical signals has been developed. This technique also allows the complete char-

acterisation of the laser beamsin situ by a spectrally resolved cross-correlation

method. The characteristics of the new system have been fully determined using

this method and by Frequency Resolved Optical Gating.

A study of carbon monoxide adsorbed on a ruthenium{101̄0} surface has been

performed using the new experiment. A surface coverage dependent study of the

CO stretch frequency shows good agreement with previous electron energy loss

studies. From an isotopic study it has been deduced that dipole-dipole coupling

is the principal cause of the observed frequency shift. The linewidths show a dra-

matic rise below 0.3 ML coverage; this is attributed to heterogeneous broadening,

and a system of CO chains of varying length and spacing below this coverage is

proposed to account for this. At high coverage the linewidthdoes not increase as

would be expected from a system with such poor adlayer-surface registration at

these coverages. An exchange interaction between low and high frequency dipoles

would account for this. Sample temperature dependent studies of the stretch fre-

quency have also been performed, and the change is attributed to the CO stretch

coupling to one of the frustrated CO phonon modes.

Time-resolved Free Induction Decay measurements have alsobeen made as

a function of coverage. For example, these show that the total dephasing time,

T2 = 1.2 ps at 0.9 ML coverage. The FID curves have been accurately fitted using

v
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the temporal characteristics of the spectrometer and from these linewidth values

are obtained with little or no instrumental broadening as compared with the spec-

tral techniques. The form of the FID curves also suggests little inhomogeneous

broadening at high coverages.

Experimental setups for IR-pump, SF-probe and photon echo spectroscopies

are discussed and have been implemented in their preliminary stages. An 800 nm

pump, SF-probe experiment on the CO/Ru{101̄0} system shows a transient red-

shift in the CO stretch frequency aroundt = 0 of 5.2 cm−1 for a fluence of

24 J m−2 at 0.9 ML coverage. This transient initially recovers with atime-constant

of 5.3 ps, and this is accounted for using the data from the sample temperature

dependent study by modelling theadsorbatetemperature after laser heating. It

is suggested that the redshift is due to coupling with one of the CO frustrated

phonon modes. However, such a rapid effect could also be due to coupling to the

laser excited electrons in the surface.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Surface Science and Heterogeneous Catalysis

Metal surfaces play a vital rôle in many industrially and environmentally impor-

tant chemical reactions. By providing a stage on which the molecular actors (the

adsorbates) can perform their reactive dance they can promote reactions, increase

yields and lower the necessary temperatures and pressures.Reactions can be pro-

moted in many ways: by the surface correctly orientating thereagents; through

surface diffusion and collision; or by the influence on the intermolecular bonds by

the presence of the surface electronic states (for example the weakening of inter-

molecular bonds by a reduction in electron density caused bythe formation of a

surface-adsorbate bond).

Most of these heterogeneously catalysed reactions are not fully understood at

a mechanistic level. Surface science concerns itself with unravelling these reac-

tion pathways and understanding their energetics and kinetics [1]; this information

can then lead to educated suggestions for better catalysts to replace those that cur-

1



2 CHAPTER 1. INTRODUCTION

rently are used largely due to serendipity. Improvements incatalysis lead to many

advantages for industry and the environment; for example reducing a reaction

temperature would cut costs in an industrial process, and, specifically could lead

to car catalytic converters reaching their operational temperature much sooner af-

ter a vehicle is started, with great environmental benefits.The study of existing

catalytic reactions can also lead to the development of catalysts for inefficient

currently un-catalysed reactions.

The surface scientist’s toolkit contains many techniques [2], and our group is

fortunate to have several of these which can be used to tacklea problem from many

angles. Spectroscopic techniques give insight into vibrational dynamics, such as

Reflection-Absorption Infra-Red Spectroscopy (RAIRS) [3]. Density Functional

Theory (DFT) calculations can model electron density and suggest likely reaction

pathways [4]. A micro-calorimeter enables direct measurement of adsorption en-

ergies [5]. The molecular beams facility enables precise control of adsorption [6].

The unique Surface Infrared Emission (SIRE) experiment candirectly detect the

emission of infrared light from surface bonds [7].

We can spatially visualise molecules on surfaces with Low Energy Electron

Diffraction (LEED) [8] and Scanning Tunnelling Microscopy (STM) [9]. STM

produces images with nanometre resolution, the true length-scale of these funda-

mental processes. The work described in this thesis adds a technique to the group’s

arsenal which can spectroscopically follow chemical reactions on surfaces on their

true femtosecond time-scale.

1.1.2 Pump-Probe Spectroscopy

In surface pump-probe spectroscopy, two ultrafast laser pulses are used, figure

1.1. The first (the pump), causes a reaction or physical process (e.g. desorption)

to occur and establishes a time zero from which the reaction can be clocked. A
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second pulse arriving a short time after the pump then spectroscopically probes the

surface-adsorbate system. By varying the time delay between the pump and probe

pulses, a real-time spectroscopic picture of the process under study is revealed.

PUMP PROBE

short time delay

longer time delay

1.

2.

Figure 1.1: Surface pump-probe spectroscopy. (1) Pump beam starts molecu-

lar process, here desorption of the diatomic molecule from the metal surface.

The state of the adsorbate layer is spectroscopically probed a short time later.

(2) The system is pumped again, but this time the probe arrives slightly later,

and the process of desorption has progressed further. By altering the pump-

probe delay a real-time spectroscopic picture of the process can be built up.

The optical technique used for the probe pulses in this work is called Sum

Frequency Generation (SFG). The probe actually consists oftwo laser pulses of

differing frequency: one is infrared and is tuned to the vibrational resonance to be

studied and the other is a visible pulse (figure 1.2). SFG is explained in more detail

in chapter 2, but essentially what is detected is light at thesum of the two frequen-

cies with vibrational information from the adsorbate present within its spectrum.

SFG is ideal for surface study as: the process only occurs at surfaces and inter-
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faces and thus gas phase molecules are not detected; the presence of the surface

may enhance the signal; and IR detectors are not needed as thesum frequency

(SF) light is produced in the visible region of the spectrum.SFG also has a much

greater signal to noise ratio than infrared absorption, andcan deal with hidden

interfaces [10].

Visible beam, ω

IR beam, ω

SF signal, ω    = ω     + ω

IR

VISSF IR

VIS

Adsorbate Layer

Metal

Figure 1.2: Sum frequency generation as a surface probe.

So for SFG pump-probe experiments three laser beams are necessary, one

for the pump and two for the SF probe. Surface science experiments on single

crystal metal surfaces are generally performed under ultra-high vacuum (UHV)

conditions, so that contamination from sources not relatedto the chemical systems

under study can be eliminated. Thus one of the major challenges of setting up such

an experiment is how to align three small and temporally veryshort laser pulses

in spaceand time on a sample in a vacuum chamber. A novel technique for doing

this is described in this thesis.

SFG can of course also be used without a pump pulse for ordinary spectro-

scopic studies, and the first results from this experiment are of this nature. Fem-

tosecond laser pulses are intrinsically broadband, due to the reciprocal Fourier
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relationship between the time and frequency domains. This means that a wide

range of spectral features can be observed under the broad spectral envelope of

the IR pulses and removes the need to scan the frequency of theIR source (sec-

tion 2.3.2). If a spectrograph and CCD array are used as a detection system then

an entire spectrum may be taken with one laser pulse.

Later results herein use a technique in which the visible andIR beams are

delayed to takefree induction decaymeasurements (explained in section 2.3.3).

Finally in chapter 6, the first visible-pump SF-probe resultfrom this laboratory is

presented.

1.1.3 Choice of Chemical System to Study

Our group have been involved in a study of the photocatalyticdecomposition of

water to produce hydrogen. The work is a collaboration between the groups of

Prof. Aart Kleyn and Dr. Mischa Bonn in Leiden, Prof. Martin Wolf in Berlin,

Prof. Peter Saalfrank in Regensburg and our group, and is funded by theChair-

men of the European Research Councils’ Chemistry Committees or CERC3. The

work involves using femtosecond laser techniques and theoretical modelling to

gain a fundamental understanding of the dynamics of energy transfer in the de-

composition of water to form hydrogen on ruthenium oxide surfaces. The goal of

this work is to suggest an efficient catalyst for this reaction, so hydrogen may one

day be produced from water and sunlight for fuel.

RuOx was chosen as it is already known to act as a water reduction catalyst

in the decomposition of water to form O2 and H2 [11]. The rôle of our group in

this is to investigate the effect of co-adsorbed alkali metal layers in promoting the

reaction. We decided to use the Ru{101̄0} surface to provide a contrast with the

Ru{0001} surface used in Berlin and Leiden.

However, preliminary results from Berlin [12] indicated a relatively low sig-
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nal from water on ruthenium. Given that the Berlin group havea femtosecond

laser with a 400 Hz shot repetition rate, this, for reasons discussed in chapter 3,

gives them more sensitivity and less shot-to-shot noise than we can expect with

our 10 Hz system. Therefore our group decided not to investigate water on the

Ru{101̄0} surface immediately with the new experiment, but to try a molecule

with a larger SF signal. For this reason the first chemical results from our spec-

trometer are from CO/Ru{101̄0}.

1.2 Review of Femtochemistry

1.2.1 Pioneering Work

In 1935 Eyring [13], and independently Evans and Polanyi [14], wrote on the tran-

sition state theory, and proposed an extension to the Arrhenius expression for the

rate constant of a reaction based upon its activation energy. This theory gave an

expression for the rate of a reaction corresponding to around 100 fs. Subsequently

over the rest of the twentieth century the experimentalistsattempted to catch up.

Hartridge and Roughton developed the flow technique in 1923;Chance invented

the stop flow technique in 1940, with a millisecond time resolution. The microsec-

ond barrier was broken by Norrish and Porter [15] in 1949 withflash photolysis, a

true forerunner of the pump-probe technique, in this very department. The relax-

ation technique was developed by Eigen in 1953 [16], in whichthe equilibrium of

a chemical system was disturbed by a heat or pressure jump, oran electric field.

This brought the technology almost to nanosecond timescales.

The invention of the laser by Maiman in 1960 brought rapid change in the

field. The development of Q-switching (section 3.1.3) and mode locking (section

3.1.2) led to further gains in time resolution, and in 1974 sub-picosecond pulses

were obtained from dye-lasers by Shank and Ippen at the Bell Laboratories. By
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1992 6 fs pulses had been achieved from Ti:Sapphire lasers (section 3.1.2) and

today the attosecond regime has been reached [17]. The parallel development of

molecular beams was also important in attempts to clock chemical reactions [18].

The father of femtochemistry is Ahmed H. Zewail [19, 20] of Caltech. In

1987 his group published work [21] in which the dissociationof I-CN in the gas

phase was monitored with 400 fs resolution. Within two years, they had studied

the same reaction with a 40 fs resolution. Zewail then went onto study halogen

exchange reactions, such as Br+ I2→ [BrI2]‡ → BrI + I, and from this work [22]

was able to plot the fullpotential energy surfaceof the reaction. For reviews of

recent work in general femtochemistry see [23, 24, 25]. Today femtochemistry not

only concerns itself with the measurement of reaction dynamics, but has branched

out into the area ofcoherent control[23].

1.2.2 Application to Surface-Adsorbate Systems

Lasers have been used to optically stimulate surface reactions since the 1970s

[26, 27]. Such stimulation may theoretically occur by four distinct mechanisms

[28]: adsorbate localised excitation; carrier-induced reactions; surface-state me-

diated reactions; and thermal reactions. The first of these cases is limited to where

the free adsorbate has a large photochemical cross section,and is rare. The sec-

ond case occurs when electron-hole pairs are induced by incident photons in the

near-IR and shorter wavelength range on the metal surface. The “hot” electrons

formed by this process have lifetimes in the range of 10–103 fs [29]. The effec-

tive electronic temperature caused by rapid thermalisation of the electron gas to a

hot Fermi-Dirac distribution may reach peak temperatures of thousands of Kelvin

above the equilibrium melting point with femtosecond lasersystems. The third

case arises when either an occupied or unoccupied electronic surface state is in-

volved in a optically induced transition. The final case involves heating of the
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substrate by the laser and the thermal activation of the reaction.

Early surface time-resolved experiments involved desorption of adsorbed che-

mical layers with a pump laser pulse, for example NO on a Pd{111} surface in

1990 [30] using a technique known as REMPI (Resonance-Enhanced Multipho-

ton Ionisation) in which desorbed species are optically ionised and the remnants

detected with time-of-flight mass spectrometry. For a review of this area see [28].

Section 1.3 describes the laser induced desorption experiments carried out in this

group prior to the work described herein. A recent work related to the systems in-

vestigated in this thesis is a study of the laser induced desorption and oxidation of

CO on a Ru{0001} surface by Bonn, Wolf and Ertlet al. [31] in which an 800 nm

pump beam can desorb CO or react co-adsorbed CO and atomic O, with detection

by time of flight mass spectrometry. They showed that the desorption process is

caused by coupling to the substrate phonon bath, while the reaction is caused by

hot substrate electrons.

The first surface time-resolved vibrational experiments, at least on a pico-

second timescale, probed vibrational decay processes. Some of the earliest of

these were by Heilweil, Beckerle, Cavanagh and Stephensonet al. (e.g. [32, 33,

34, 35]) from 1988. These experiments initially used platinum or rhodium parti-

cles on a SiO2 substrate and progressed to CO on a single Pt{111} crystal. Tran-

sients in the vibrational spectra (taken with infra-red absorption spectroscopy)

were observed when a vibrationally resonant IR pump pulse was present. From

these, the lifetime of the vibrational population (T1 — see section 2.3.3) could be

calculated.

Slightly later SFG was used as the detection method to probe vibrational de-

phasing. These experiments probed the total dephasing time(T2 — section 2.3.3)

and the lifetime of the vibrational population (T1). The dephasing measurements,

known asfree induction decaysare reviewed and explained in section 2.3.3; the
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vibrational population measurements are explained in section 6.1.1.

In 1993 Germeret al. [36] performed experiments in which a visible picosec-

ond pump pulse was used to heat a Pt{111} surface, and observed a shift in the

stretch frequency of adsorbed CO measured by IR-probe absorption. This could

be attributed to increased population of the CO adlayer frustrated translation mode

at high temperature and its coupling to the C-O stretch.

The recent work of Bonn and Wolfet al. on CO/Ru{0001} with femtosecond

lasers (as reviewed in sections 5.5.3 and 6.3.3) involved perturbing the surface-

adsorbate system with a visible pump beam and observing the effect upon the

vibrational dynamics with a sum frequency probe. A qualitatively similar obser-

vation to that seen by Germeret al.is also attributed to thermally exciting the frus-

trated translation mode. Also Bourguignonet al. [37] are currently undertaking a

visible pump, sum-frequency probe femtosecond laser experiment on CO/Pt{111}.

Bandaraet al. [38] have recently undertaken an SFG study of CO/Ni{111}

with picosecond lasers. They observed an unusual shoulder in the SF spectra with

a UV pump beam, but not for a visible beam. They attribute thisto the direct

involvement of hot electrons caused by the UV pump in exciting the C-O internal

stretching mode.

Whilst time resolved SFG experiments on systems which are bench-top based

have blossomed in recent years [39], experiments performedunder ultra-high vac-

uum are few. This is largely due to the fact that UHV systems with surface sci-

ence preparation/ characterisation facilities, and ultra-fast lasers are both complex

technologies in their own right; and indeed as chapter 3 demonstrates they often

have conflicting needs when it comes to their ideal laboratory environments.

As an interesting aside, the Zewail group are currently setting up an exper-

iment to perform LEED experiments in real-time by using a femtosecond laser

to excite a medium and generate fast pulses of electrons to beused in the elec-
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tron diffraction process [40]. In this way it should be possible to follow chemical

reactions on surfaces simultaneously in real-space and in real-time.

1.3 Previous Work in the Cambridge FemtoLab

The femtosecond laser laboratory was originally a shared facility between the

groups of Gareth Roberts and David King; up until a year and a half into my PhD

laser time was shared between the two groups. Dr. Roberts’ work concentrated

on gas phase studies, and it is for this reason that the basic laser system is a high

powered 10 Hz repetition rate system, which is most suitablefor such work. A

review of work done by the Roberts group in this laboratory isgiven in [41]. The

main body of work from the King group in this laboratory concerned laser in-

duced desorption of adsorbed molecules from metal single crystals. The principal

system of study was benzene on a Pt{111} surface in ultra high vacuum [42, 43].

Benzene (and its fully deuterated isotope) was desorbed from the metal surface

by 800 nm, 150 fs laser pulses — the fundamental output from the laser system.

Desorbed species were detected with a mass spectrometer. Three distinct features

were seen in the time-of-flight spectra: a hyperthermal feature with 0.2 eV transla-

tional energy; a thermal feature at intermediate energies;and a subthermal feature.

This behaviour was explained by a model in which energy is transferred from the

surface in a series of steps from layer to layer in the multilayer — amolecular

Newton’s cradle.

During the first year of my PhD we conducted a similar desorption experi-

ment for ethylene, and later hydrogen, on Pt{111}. This was during downtime of

the device used to produce mid-infrared light for vibrational experiments. Very

fast charged species were produced, which were non mass-selected by our mass

spectrometer. This work proved inconclusive and is peripheral to the main body of
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work described in this thesis. However, for completeness’ sake a summary of the

experimental details and results is given as Appendix A. A full account is given in

my end-of first-year report [44].

1.4 About this Thesis

This thesis describes the development of the femtosecond laboratory from a sim-

ple 800 nm, 150 fs at 10 Hz repetition rate amplified femtosecond oscillator fa-

cility to a broadband sum frequency spectrometer for studying metal surface-

adsorbate systems in ultra high vacuum, both in the frequency and time resolved

regimes. The scope of this work began with the arrival of an Optical Paramet-

ric Amplifier (OPA) which converts the output from the existing laser system to

mid-infrared for vibrational SF experiments.

Chapter 2 introduces the concepts of nonlinear optics and sum frequency spec-

troscopy. As much of this thesis is devoted to the construction of the spectrometer,

this chapter presents a working introduction to the variousnonlinear optical phe-

nomena which are used in the optical setup as tools; such as second harmonic

generation and optical parametric amplification. It also explains in more detail

what sum frequency spectroscopy is, why it is used, and how spectra may be in-

terpreted. Finally, the concept of the time resolved free induction decay to directly

measure vibrational dephasing times is discussed.

Chapter 3 describes the development of the experiment, up tothe level at

which it was capable of spectrally resolved SF measurementsand temporally

resolved free induction decay measurements. It begins withan outline of how

ultrafast laser pulses are produced, and describes the commercial laser system

in theory and also in terms of its practical day-to-day running and alignment.

The operation of the OPA is then discussed, followed by the development and
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construction of a pulse shaper to spectrally narrow the visible laser pulses used

as part of the SF technique, which is a requirement for high spectral resolution.

Then the ultra-high vacuum (UHV) chamber is detailed, alongwith the standard

surface science techniques used to clean and characterise single metal crystalsin

vacuosuch as low energy electron diffraction, Auger Electron spectroscopy and

temperature programmed desorption. The final section of this chapter brings the

laser and UHV systems together. The optical detection apparatus is discussed.

Methods of mechanically delaying laser pulses with respectto each other for time

resolved experiments are detailed, along with the softwareto coordinate data ac-

quisition with changing temporal delay. The development ofthe novel strategy

used for aligning multiple laser beams in spaceand time on a surfacein vacuois

described. Given that this is the first PhD thesis to be completed from this labora-

tory in this group, it is hoped that the detailed descriptionof the apparatus given

in this chapter may usefully serve as a reference for future workers.

Chapter 4 discusses methods of characterising ultra-fast laser pulses. After a

brief mention of fluence and autocorrelation measurements,the problems of chirp

and pulse-front tilt are discussed. Frequency Resolved Optical Gating (FROG) is

then explained and used to obtain some of the temporal and spectral properties of

the spectrometer. Then a novel technique involving a thin layer of alkali metal

on the crystal surface which allowsin-situ characterisation of laser pulses in the

UHV chamber is discussed and used to accurately determine the temporal charac-

teristics of both beams used for SF experiments so that the finite temporal width

of the laser beams can be taken into account when fitting time resolved data.

Chapter 5 presents an SF study of carbon monoxide on the ruthenium {101̄0}

surface. The cleaning and characterisation of the metal sample is detailed. Spec-

trally resolved measurements are described, where the stretch frequency and line-

width of the CO molecules are studied as a function of surfacecoverage. The
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temporally resolved free induction decay measurements of the oscillator dephas-

ing time with coverage, accurately fitted using the temporalcharacteristics of the

system from chapter 4, are given and compared with the spectral linewidth mea-

surements. The origins of the stretch frequency changes arediscussed, along with

supporting data from an isotopic study. The changes in linewidth are explained

with reference to surface order, and a suggestion is made about the nature of the

adsorbate layer structure at low coverage. The data for Ru{101̄0} are compared

with recent data for CO/Ru{0001} and to support this a brief sample temperature

dependent study of the stretch frequency is presented.

Chapter 6 outlines experimental setups for IR-pump SF-probe and photon

echo experiments. Finally, a setup for a visible pump, SF-probe experiment is

presented along with the first three-beam time-resolved pump-probe results from

this laboratory. The next stage of work in the laboratory is then discussed, fol-

lowed by concluding remarks.

This thesis is aimed at audiences of both ultra-fast spectroscopists and surface

scientists, and thus particularly in chapter 3, I have explained some of the more

everyday concepts in each field for the benefit of readers fromthe other field given

the overlap of speciality is not common.





Chapter 2

Nonlinear Optics and Spectroscopy

The process of sum frequency generation from surfaces and interfaces is the prin-

cipal experimental technique used in this work. However, the laser system itself

employs several other nonlinear optical processes, such as: second harmonic gen-

eration to double optical frequencies (for example to produce a 400 nm pump

pulse from the 800 nm fundamental); optical parametric amplification to produce

mid infrared light for vibrational studies; and SFG in nonlinear optical crystals as

an alignment tool. This chapter provides a working introduction to the nonlinear

processes described in the remainder of this thesis.

2.1 Interaction of Intense Light with Matter

2.1.1 Linear and Nonlinear Susceptibilities

Within the Born-Oppenheimer approximation, the electric field component of an

electromagnetic wave incident upon a medium will exert a force on the electrons

within that medium. The polarisation,P, induced in the medium when the electric

15
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field,E, is weak is given by [45, section 18.2]

P = αE (2.1)

whereα is thelinear polarisabilityof the medium. This may also be written as

P = ε0χ(1)E (2.2)

whereχ(1) is the linear susceptibilityof the medium andε0 is the permittivity

of free space which will be omitted for clarity in all furtherequations. For an

electric field of any form the induced polarisation will be ofthe same frequency

as the incident radiation and this polarisation will re-radiate giving rise to classical

optical effects e.g. reflection.

However, the assumption that the induced polarisation is linearly related to the

electric field strength breaks down in stronger fields and thepolarisation must be

expressed as a power series in the field strength [46, page 2]

P = P(1) + P(2) + P(3) + P(4) + · · ·

= χ(1)E + χ(2)E2 + χ(3)E3 + χ(4)E4 + · · · . (2.3)

whereχ(n) is thenth order nonlinear susceptibility. Again this can be written in

terms of polarisabilities:

P = αE + βE2 + γE3 + δE4 + · · · (2.4)

whereβ, γ andδ are the 2nd, 3rd and 4th orderhyperpolarisabilities.

2.1.2 Second Order Processes

All the nonlinear processes described in this thesis are second order. Thus if

one considers only the first and second order terms, for an incident electric field
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E(t) = E0e−iωt + c.c. (c.c. = complex conjugate) inserted into equation 2.3 the

polarisation may be written as

P = χ(1)E0e−iωt + χ(2)E02e−2iωt + c.c. (2.5)

This expression contains a term which oscillates at twice the frequency of the

incident radiation, and the component of the light re-radiated by the medium at

this doubled frequency is known as the second harmonic (SH).If this analysis of

the second order polarisation is now repeated for two incoming electric fields such

thatE(t) = E1e−iω1t + E2e−iω2t + c.c. then the following terms emerge:

P(2) = χ(2)
(

E1e−iω1t + E2e−iω2t + c.c.
)2

= χ(2)E12e−2iω1t + χ(2)E22e−2iω2t + c.c. (2.6)

+2χ(2)E1E2e−i(ω1+ω2)t + c.c. (2.7)

+2χ(2)E1E2∗e−i(ω1−ω2)t + c.c. (2.8)

+2χ(2)E1E1∗ + 2χ(2)E2E2∗. (2.9)

Terms 2.6 represent the second harmonic generation (SHG) from each of the

two fields. Term 2.7 represents a polarisation oscillating at the sum of the two

frequencies. This term in the polarisation will re-radiateand generate the sum-

frequency of the incoming beams —this is the phenomenon known as SFG. Term

2.8 generates the difference frequency (DF) of the incoming beams, and the final

terms (2.9) are independent of the incoming frequencies andthe effect is known

as optical rectification.

In all of the above two approximations are made. The first is that we employ

the electric dipole approximation — optical magnetic fieldsand multipoles are ne-

glected. The second is the local field approximation: theE fields which induce the

polarisations are the macroscopic electric fields of the incoming radiation alone

and the microscopic fields of neighbouring dipoles are ignored.
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2.1.3 Three Dimensionalχ(2) Processes

In equations 2.3–2.9 the electric fields and polarisations are referred to in their

vector form and, for real media,χ(2) is a tensor to truly reflect this relationship and

the media’s anisotropic nature. For SFG,χ(2) is a third rank tensor to represent the

relationship between the three spatial co-ordinates each of E1, E2 andP, giving

27 components in total. For infrared (IR) and visible (VIS) incoming radiation,

each component ofχ(2)
i jk represents the relationship as follows

P(2)
i,SF = χ

(2)
i jkE

(2)
j,VISE

(2)
k,IR. (2.10)

There is an important symmetry consideration inχ(2) processes: givenP(2) ∝

E2 thenP(2)(E) = P(2)(−E). In a centrosymmetric medium, opposite directions

are identical soP(2)(E) = −P(2)(−E). These two conditions can only hold if the

constant of proportionality, i.e.χ(2), is zero. Thus only non-centrosymmetric me-

dia have a finiteχ(2) (a more rigorous argument for a fully tensorialχ(2) is given

in section 2.3.1). The most obvious examples of non-centrosymmetric media are

surfaces and interfaces. Hence second order nonlinear processes such as SFG

and SHG aresurface specificand ideal for spectroscopic study of metal-adsorbate

systems. Certain inorganic crystals also exhibit suitablesymmetry, as described

in section 2.2.1.

2.2 Processes Used as Experimental Tools

2.2.1 SHG and SFG in Crystals – Phase Matching

The angle of the incoming beams with respect to a nonlinear crystal is critical as

I shall now demonstrate. From Maxwell’s equations, for a dielectric

∇ × H =
∂D
∂t
=
∂

∂t
(ε0E + P) ,
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∇ × E = −µ0
∂H
∂t

⇒ ∇ × ∇ × E = −µ0ε0
∂2E
∂t2
− µ0
∂2P
∂t2
. (2.11)

Taking the Fourier transform of both sides of equation 2.11 gives [47, section

8.3]

∇ × ∇ ×
∫ ∞

−∞
E(ω)e−iωtdω =

− µ0ε0
∂2

∂t2

∫ ∞

−∞
E(ω)e−iωtdω − µ0

∂2

∂t2

∫ ∞

−∞
P(ω)e−iωtdω. (2.12)

One can then take each frequency component separately and expandP to sec-

ond order to give

∇ × ∇ × E(ω) = µ0ε0ω
2E(ω) − µ0ω

2
[

P(1)(ω) + P(2)(ω)
]

. (2.13)

The linear polarisation can be subsumed into theE(ω) term by introducing the

linear dielectric constant,ε(ω) to give [48, page 43],

∇ × ∇ × E(ω) =
ω2

c2
ε(ω)E(ω) − µ0ω

2P(2)(ω). (2.14)

If a transverse wave of the formE(ω) = E0(ω, z)eikz (whereE0(ω, z) is an

envelope function slowly varying withz) is inserted into the left hand side of

equation 2.14 one gets

∇ × ∇ × E(ω) = ∇(∇ · E)
︸ ︷︷ ︸

→0 for plane wave

−∇2E ' −
∂2E
∂z2

=

[

k2E0(ω, z) − 2ik
∂E0(ω, z)
∂z

−
∂2E0(ω, z)
∂2z

]

eikz. (2.15)

As E0(ω, z) is slowly varying, we can neglect its second differential and thus

reinserting expression 2.15 as the left hand side of equation 2.14 we get
[

k2E0(ω, z) − 2ik
∂E0(ω, z)
∂z

]

eikz =
ω2

c2
ε(ω)E0(ω, z) − µ0ω

2P(2)(ω)
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which is a nonlinear wave equation in which the first term on each side is identical

to the linear wave equation (in whichk2 = ω2ε(ω)/c2), and the second terms give

∂E0(ω, z)
∂z

=
iω2µ0

2k
P(2)(ω)e−ikz. (2.16)

In section 2.1.2 we inserted the sum of two time-dependent electric fields into

equation 2.3 to demonstrate the resultant terms responsible for second order pro-

cesses. If now instead we consider the sum of two waves which also vary in space,

E = E1 exp(ik1z− iω1t) + E2 exp(ik2z− iω2t), this will give a polarisation

PSF(2) ∝ χ(2)E1eik1zE2eik2ze−ikSFz (2.17)

wherekSF = n (ωSF)ωSF/c for sum frequency generation in whichωSF = ω1 +ω2.

n (ωSF) is the refractive index of the medium at frequencyωSF.

Inserting the polarisation from equation 2.17 into equation 2.16 one gets

−∂ESF
∂z
∝ χ(2)E1E2ei∆kz (2.18)

where

∆k = k1 + k2 − kSF =
n (ω1)ω1

c
+

n (ω2)ω2

c
− n (ωSF)ωSF

c
, (2.19)

i.e. a value proportional to the change in total photon momentum (= ~∆k) before

and after the process.

Integrating equation 2.18 over a path lengthL gives

ESF ∝ χ(2) |E1| |E2|
(

ei∆kL − 1
∆k

)

,

which as the SF intensity,ISF, is proportional to|ESF|2, gives

ISF ∝
∣
∣
∣χ(2)

∣
∣
∣
2

L2sinc2

(

∆kL
2

)

. (2.20)

The sinc function is maximal when its argument is zero, so equation 2.20

implies that maximum SF signal will be achieved when∆k = 0; i.e. when photon
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momentum before and after the process is conserved. From therightmost term of

expression 2.19 one can see that the only way to achieve this is to haven (ω1) +

n (ω2) = n (ωSF) which is impossible for most media due to dispersion. However,

remembering thatχ(2) is in fact a tensor, it is possible to choose a material in which

the SF beam is produced with an orthogonal polarisation to the incoming beams.

In other words, a birefringent crystal is used in which the refractive indices are

different for the two different polarisations.

When the SF beam produced in a uniaxial nonlinear crystal hasan orthogonal

polarisation to the incoming beams it is known as Type Iphase matching. It is also

possible to achieve phase matching by using incoming beams with a combination

of the two polarisations, but with the combinations in each incoming beam being

orthogonal with respect to one another. The SF beam may then have both com-

ponents of polarisation, however only one will be phase matched. This is Type II

phase matching.

One can achieve Type I phase matching by rotating the angle ofthe nonlinear

crystal with respect to the beams. In the following, theordinary polarisation is

perpendicular to the plane containing the propagation vector, k, and theextraor-

dinarypolarisation is parallel to this plane. It can be shown [49, section 14.3][47,

section 7.5] that for a uniaxial crystal

1
n2

e(θ)
=

sin2 θ

n2
e

+
cos2 θ

n2
o

wherene andno are the principal values of the extraordinary and ordinary polari-

sations respectively. Thusne(θ) can be changed fromne at θ = 90◦ to no at θ = 0◦

to choose a value such that condition 2.19 is satisfied.

In this experiment we use two main nonlinear optical crystals. Beta Barium

Borate (BBO) is used for second harmonic generation, a process used as a tool

to optimise the laser system, and to generate a blue pump beamfor pump-probe

experiments. Second harmonic generation can be thought of as sum frequency
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generation with two incoming photons of the same wavelength. This can be use-

ful to check the temporal alignment of two laser beams; whilst each individual

beam will produce its own second harmonic, when the beams aretemporally over-

lapped a third beam will be seen bisecting the others. Each photon in this beam

can be thought as originating from one photon from each beam;but with twice

the energy of each incoming photon and thus twice the frequency. BBO has a

rhombohedral symmetry and its useful transmission range is0.21–2.1µm. It is

also used in the OPA for the parametric process as described in section 2.2.2.

Lithium Iodate (LiIO3) is used to produce benchtop SFG for spatial and temporal

alignment purposes. It has hexagonal symmetry and transmits from 0.31–5.0µm.

2.2.2 Optical Parametric Amplification

Optical parametric amplification is aχ(2) nonlinear optical process very similar

in theory to difference frequency generation (expression 2.8 and [48, chapter 9]).

It is equivalent to a difference frequency process in which a beam known as the

idler, ωi, is generated from a pump beam,ωp, and a beam known as thesignal,

ωs:

ωi = ωp − ωs. (2.21)

The three beams must satisfy the phase matching condition

k i = kp − ks (2.22)

in a similar way to condition 2.19 to conserve momentum. So asfor sum fre-

quency generation described in section 2.2.1, the nonlinear crystal must be cor-

rectly orientated for a particular set of wavelengths. Equation 2.21 is mathemati-

cally equivalent to

ωs = ωp − ωi . (2.23)
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The same phase matching condition applies and both may be represented in terms

of energy levels as in figure 2.1. Now one can think of the process described

ωi

ωp

ωs

ωs

ωi

ωp

Figure 2.1: Optical parametric generation. Left hand panel is equivalent to

equation 2.21, right hand panel to equation 2.23.

in equation 2.21 and the left of the figure as generating an idler wave from the

signal (and pump), and the process in equation 2.23 and the right of the figure as

generating a signal wave from the idler (and pump). Then one can see how, if

both these equivalent processes couple into and feed from one another, the signal

and idler would mutually seed amplification of themselves from the pump beam

over many passes of the crystal [46, page 86]. This has been exploited in devices

known asOptical Parametric Oscillators(OPOs) [50] in which a nonlinear crystal

is placed in an etalon or mirror cavity and oscillations are allowed to build up

as the signal and idler are amplified [46, section 2.8]. In fact our commercial

system uses a controlled finite number of passes through one crystal and is not an

oscillatorper se— hence the use of the term amplifier to describe it.

If such an amplifier is seeded with a broadband source of light, then in the

first stage of amplification the process will select those signal and idler frequen-

cies which satisfy equations 2.21 and 2.22 for a particular crystal orientation. By

changing the angle of the crystal, the signal and idler frequencies can be systemat-

ically selected. For an 800 nm pump pulse, signal and idler frequencies are in the

near infrared and a further simple difference frequency interaction can produce
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light in the mid infrared for vibrational studies. Our commercial OPA is described

in the next chapter in section 3.1.4.

2.3 Sum Frequency Spectroscopy

2.3.1 Effect of Orientation and Polarisation

Equation 2.10 gives the total second order polarisation forVIS and IR beams

incident upon a surface or interface and this is eventually detected as the SF in-

tensity,ISF ∝
∣
∣
∣PSF(2)

∣
∣
∣
2
. However, for an isotropic surface, many of the components

of χ(2)
i jk make no contribution. If one now rewrites the symmetry criteria for χ(2)

introduced in section 2.1.3 one gets

χ
(2)
i jk ≡ χ

(2)
-i- j-k (2.24)

and

χ
(2)
i jk ≡ −χ

(2)
-i- j-k. (2.25)

These place constraints on the contributing components ofχ
(2)
i jk for a surface. With

thex andy axes in the plane of the surface, four examples serve to classify all the

possible combinations [51, page 54]:

• zzz— reversingx or y axes has no effect —✓

• xxx(andyyy) — reversingx axis (xxx→-x-x-x) impliesχ(2)
-x-x-x ≡ −χ(2)

x-x-x ≡

χ
(2)
xx-x ≡ −χ(2)

xxx which does not satisfy both criteria, ifχ(2) is finite —✗

• zxx(etc.) — reversing thex axis (zxx→ z-x-x) impliesχ(2)
z-x-x ≡ −χ(2)

zx-x ≡

χ
(2)
zxx which has no overall sign change so does not violate the criteria — ✓

• zzx(etc.) — reversingx axis (zzx→ zz-x) impliesχ(2)
zz-x ≡ −χ(2)

zzx which has

an overall change of sign and so does not satisfy both criteria — ✗
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Given thex andy directions are equivalent, this leaves only 4 non-zeroχ(2)
i jk

components [52] for an isotropic surface:

χ
(2)
zxx

(

≡ χ(2)
zyy

)

; χ(2)
xzx

(

≡ χ(2)
yzy

)

; χ(2)
xxz

(

≡ χ(2)
yyz

)

; χ(2)
zzz.

With specific incident laser polarisations it is possible toprobe particular sus-

ceptibilities. p-polarised light has electric field components along both the di-

rection perpendicular to the surface (z) and one of the parallel directions (e.g.

x), whilst s-polarised light has just one electric field component alongthe other

parallel direction (e.g.y) — figure 2.2. Four combinations of incident and SF

E

E z

y

x
surface

s polarisation p polarisation

Figure 2.2: s and p polarisations of light incident on a surface.

polarisations are available given the non-zero componentsof χ(2) above, depend-

ing on which components of theE field are present in each direction — these are

shown in table 2.1. However, only two of these are usually seen for metal sur-

faces. The reflectivity of metal surfaces is high for infrared light; for example the

reflectivity of ruthenium at 5µm is 96%. Only combinations with an IR field with

somez component (i.e.p-polarised) contribute; thex andy components undergo

a phase change upon reflection such that their intensities atthe point of reflection

are zero.

It is possible to determine the orientation of molecules adsorbed on surfaces

by measuring the SF signal strength as a function of polarisation, as has recently

been reported for CO on Pd{111} [53]. In all experiments described in this thesis,

PPP polarisation is used for maximum signal strength.
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Polarisation Combinationχ(2) Components Seen In Metals?

SF VIS IR

SSP χ
(2)
yyz ✓

SPS χ
(2)
yzy ✗

PSS χ
(2)
zyy ✗

PPP χ
(2)
zzz, χ

(2)
xxz ✓

χ
(2)
zxx, χ

(2)
xzx ✗

Table 2.1: Contributing polarisation combinations.

Phase matching also applies to surface SFG and thus the angles of the VIS, IR

and SF beams are related by [54]

ωSFsinθSF = ωVIS sinθVIS + ωIR sinθIR. (2.26)

2.3.2 Form of the Spectra

So far SFG has been presented as a physical property of the medium, with no dis-

cussion of the chemical significance. For a surface-adsorbate interface,both the

surface and chemical layer will have their own independent second order suscep-

tibilities, and the totalχ(2) will be the sum of these [55]

χ
(2)
T = χ

(2)
NR + χ

(2)
RES (2.27)

where the subscripts denote Total, Non-Resonant (i.e. the metal surface), and Res-

onant (i.e. the chemical layer) contributions.

The intensity of the SF signal is proportional to
∣
∣
∣ χ

(2)
T

∣
∣
∣
2

so from equation 2.27

this gives

ISF ∝
∣
∣
∣ χ

(2)
NR

∣
∣
∣
2
+

∣
∣
∣ χ

(2)
RES

∣
∣
∣
2
+ 2

∣
∣
∣ χ

(2)
NR

∣
∣
∣

∣
∣
∣ χ

(2)
RES

∣
∣
∣ cos∆φ (2.28)
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where∆φ is the difference in phase between the two complex susceptibilities. The

right hand cross-term demonstrates a major advantage of SFGover other surface

techniques. Not only is it surface specific, but the cross-term shows the non-

resonant SF contribution can enhance the resonant contribution.

We now turn our attention to the adsorbate layer. The originsof χ(2)
RES in such a

layer lie in the molecular dipoles. The SF process in vibrational spectroscopy can

be thought of as excitation to the first vibrational level by the IR beam, thenup-

conversionto a virtual electronic state by the VIS beam, followed by decay to the

ground state throught emission of light atωSF — figure 2.3. In other words, it con-

Figure 2.3: Vibrational SFG.

sists of an infrared-active process to excite to the first vibrational level followed

by a Raman process absorbing the VIS light up to the virtual state and then the

emission of SF light down to the ground state. The Raman process is anti-Stokes

for SFG and Stokes for DFG. Thus molecules must obey the selection rules for

both IR and Raman spectroscopies to exhibit a resonant SF signal.

Shen derived an expression forχ(2)
RES for molecular co-ordinatesl, m andn,

using a coupled wave approach and perturbation theory ([48,page 171],[56] with
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adaptations from [57])

(

χ
(2)
RES

)

lmn
=

NAnMlm∆ρ

~ (ωIR − ωv + iΓv)
; (2.29)

An = 〈g |er̂n| v〉 ,

Mlm =
∑

s





〈v |er̂m| s〉 〈s |er̂ l | g〉
~

(

ωSF− ωs→g + iΓs→g

) −
〈v |er̂ l | s〉 〈s |er̂m| g〉

~

(

ωVIS − ωs→g + iΓs→g

)





whereAn andMlm are the IR and Raman transition moments,er̂ is the dipole op-

erator,v, s andg refer to the vibrational, virtual (intermediate) and ground states,

∆ρ is the population difference between〈g | and〈v |, ωv andΓv are the vibrational

resonance frequency and half-width, andN is the density of surface molecules.

This means that the second order resonant susceptibility isproportional to the

probability of an IR transition,An, and a Raman transition,Mlm, with an overall

(square rooted) Lorentzian profile.

Hence the resonant polarisation in the frequency domain,P(2)
RES, for one domi-

nant transition can be expressed as

P(2)
RES(ωSF) ∝ AnMlm (ωSF)

EIREVIS

ωIR − ωv + iΓv
, (2.30)

and the total susceptibility, from equations 2.27 and 2.29,can be written as

χ
(2)
T = A0e

iφ +
∑

n

An

ωIR − ωn + iΓn
(2.31)

whereA0 andφ are the magnitude and phase of the non-resonant contribution, and

An, ωn, Γn are the amplitude, frequency and half-width of the resonance. It should

be remembered that, due to the complexity of both contributions, and the phase

relationship between them, the form of SF spectra is not necessarily as intuitively

obvious as for absorption spectroscopies. The SF intensityis proportional to the

square of equation 2.31 and so the resonant contribution of this intensity should

be Lorentzian in form.
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Equation 2.31 provides a good working model to fit SF spectra,providing

the width of the VIS pulse is effectively aδ-function. However, due to the re-

ciprocal relationship between time and frequency, ultra-short laser pulses have

a large bandwidth (section 3.1.2). This has a major advantage for any form of

spectroscopy as the large bandwidth removes the need to scanthe IR source over

a range of frequencies, and instead provides an envelope of frequencies within

which all spectral features are visible. This was first exploited for SF studies with

a femtosecond laser on self-assembled monolayers by Richter et al. [58].

There is however a disadvantage to this in that the VIS beam isusually in

practice produced by the same laser oscillator as the IR beam, and if the VIS beam

has a finite spectral width then this has an effect on the frequency resolution of the

experiment. Each frequency component of a broadband beam iscapable of up-

converting the IR transition to give an SF emission (figure 2.3) and the resultant

spectrum has its spectral features broadened by the width ofthe VIS pulse. In

effect, the spectral profile of the VIS beam is convolved with theSF spectrum

[59, 60]. Thus in broadband SF experiments with femtosecondlaser systems, the

VIS pulse must be spectrally narrowed to maintain spectral resolution. Part of

the experimental setup described in the next chapter is the construction of apulse

shaperto do just that.

2.3.3 The Free Induction Decay

The total width of a vibrational resonance is given by [61, 62][63, page 12]

2ΓTOTAL =
2
T2
=

1
T1
+

2
T∗2
, (2.32)

whereT1 is the time-scale of the population decay,T∗2 is thepure dephasingtime

and T2 is known as thetotal dephasing time.T1 measures the time taken for

individual oscillators to decay to the ground state.T∗2 measures the time taken for
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oscillators to become mutually out of phase with one another, for example due to

substrate phonon processes. The latter process is analogous to dephasing in NMR

[61].

It is possible to obtain the total dephasing timeT2 from the linewidth using

more traditional spectroscopies. However, ultrafast lasers provide a tool to mea-

sureT2 directly with far greater accuracy than any linewidth measurement. This

is known as afree induction decaymeasurement (FID) and involves collecting SF

spectra with varying IR-VIS time delays. The IR beam sets up apolarisation in

the adsorbate, and the VIS beam arriving a short time interval later up-converts

the energy of the polarisation to the virtual state and thus SF light is emitted. The

longer the delay, the fewer oscillators will still be in the excited state (i.e.T1) and

still be coherent with other oscillators (i.e.T∗2). Hence, by plotting the SF intensity

as a function of delay, one gets a direct measurement of the combination of these

two effects, i.e.T2. This was first achieved for a surface-adsorbate system for

a H terminated Si{111} surface in 1990 [64]. First results for ametal-adsorbate

system (CO on Cu{111}) were produced by Owrutskyet al. [65] in 1992 using

a picosecond laser system. This requires a much better time resolution because

electron-hole pair-induced damping rates are an order of magnitude faster in met-

als than in non-metals. Unlike spectrally resolved SF experiments, these require a

spectrally broad (temporally narrow) VIS pulse.

From [65, 60, 66] the SF polarisation as a function of time andIR-VIS delay

τ is given by

P(2) (t, τ) = EVIS (t − τ)
{

α

∫ t

−∞
EIR

(

t′
)

χ
(2)
RES

(

t − t′
)

dt′ + βEIR (t)

}

+ c.c. (2.33)

The fast oscillations of the incoming electric fields have been omitted as their

time scale is much faster than the free induction decay and will be averaged out

in the next step. The term in curly brackets can be divided up into the resonant

interaction of the IR field of strengthα and the non-resonant interaction of strength
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β. χ(2)
RES(t) is the response function in the time domain of the adsorbate layer to the

IR field, and the total response at timet is the integral of this response function

with the temporal profile of the IR electric field. This total response then beats

with the field of the VIS pulse, which has been delayed with respect to the IR field

by timeτ. The intensity of the SF signal is given by time averaging thesquare of

the polarisation

ISF (τ) =
∫ ∞

−∞

∣
∣
∣P(2) (t, τ)

∣
∣
∣
2
dt. (2.34)

The form ofχ(2)
RES(t) depends on the amount of inhomogeneous (i.e. heteroge-

neous) broadening of the vibrational transition of the chemical system in question.

For a pure Lorentzian line (in the frequency domain),χ(2)
RES(t) will take an expo-

nential form with a decay constant equal toT2, i.e.

χ
(2)
RES(t) = e−t/T2. (2.35)

In this case, equation 2.33 with equation 2.35 substituted is simply the Fourier

transform of the general form of the SF polarisation in the frequency domain

(equation 2.30, withΓ replaced by 1/T2), for VIS pulses well away from reso-

nance [67]. However, for an inhomogeneously broadened system, for example

in an adsorbate layer in which the local environments of oscillators are different,

then a range of oscillator frequencies will lead to a non-Lorentzian lineshape, and

a distribution ofT2 times.

Rokeet al. [66] have used this to distinguish free induction decays from ho-

mogeneous and inhomogeneous systems. Based upon work from [68, 64, 69]

they have fitted FIDs from an inhomogeneously broadened system (C-N stretch

of acetonitrile on a gold film) using a Gaussian distributionof T2 values. The fit of

this system to a purely exponentialχ(2)
RES(t) is very poor. They do, however, suc-

cessfully fit the homogeneously broadened C-H stretch of thesame system using

a pure exponential, and thus can distinguish the two types ofsystems from FID

measurements.
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The experiment described herein was initially set up to perform broadband

SF measurements in the frequency domain, and femtosecond time resolution FID

measurements in the time domain. The development, implementation and day to

day running of this experiment is the subject of the next chapter.



Chapter 3

Experimental Development

3.1 The Laser System

3.1.1 Overview

In order to perform time resolved vibrational sum-frequency spectroscopy, sources

of infrared and visible ultrafast laser pulses are required. All these pulses originate

from one source in our laboratory: the Femtosecond Oscillator (Spectra Physics

Tsunami). This is pumped by a 10 W argon ion laser. The pulses are then am-

plified by a Spectra PhysicsTSA regenerative laser amplifier, which in turn is

pumped by a Nd:YAG laser with a repetition rate of 10 Hz. This arrangement is

shown schematically in figure 3.1 and photographically in figure 3.2. The train

of pulses from the amplifier is then split into two variable parts. One of these is

passed into an Optical Parametric Amplifier (OPA), which is our tunable source

of mid-infrared light. The other is passed through a self-built pulse shaper which

allows the pulses to be spectrally narrowed for good spectral resolution, or to be

passed unaltered for good temporal resolution. This section should be read in

close conjunction with the next chapter, which describes laser pulse characterisa-

33
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tion techniques.

The laboratory is air conditioned to a tolerance of one degree Celsius as all

the lasers are sensitive to quite small temperature fluctuations, especially the os-

cillator. The oscillator ceasing to mode lock is often the first sign of the air condi-

tioning failing, often hours before people would otherwisenotice. We have very

recently enclosed the entire main laser table with a self-built metal framework (not

shown on figure 3.2), from which hang 20 cm wide polythene strips to keep dust

and air currents away from the lasers, whilst simultaneously allowing easy access

and beams to emerge where needed. This frame has a double-plypolycarbonate

“roof” which stops the quite large air currents from the air conditioning affect-

ing the optics, and acts as a resting place for the polythene strips when access is

needed to the table. In the centre of the “roof” there is now a laminar flow fan/

filter unit so that the lasers are sufficiently cooled without having draughts directly

aimed at them.

Argon Ion Laser (oscillator pump)Femtosecond Ti:Sapphire Oscillator

Nd:YAG Laser (amplifier pump)

Regenerative Ti:Sapphire Amplifier

800 nm.,150 fs., 4mJ pulses @ 10 Hz

Figure 3.1: The femtosecond laser system.
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Figure 3.2: Photograph of the laser system, showing clockwise from bottom

right: the argon ion oscillator pump laser, the Tsunami femtosecond oscillator,

the TSA amplifier and the Nd:YAG amplifier pump laser.

3.1.2 The Oscillator

Pulse Generation

Central to all that is to come in this discussion is the idea ofthe reciprocal rela-

tionship between time and frequency — the Fourier transform. Ultrashort pulses

essentially originate from the ultrawide emission spectrum of the lasing medium.

The medium in question is Titanium Sapphire, a crystal made by adding Ti2O3

into a melt of Al2O3. A small percentage of the Al3+ ions are replaced by Ti3+

ions. This produces a medium in which the spectra of absorption and emission

are both remarkably wide (figure 3.3). In theory at least, an emission spectrum

of ∼ 150 nm can produce pulses as narrow as∼ 1 fs. The spectral properties of

Ti:Sapphire are discussed in more detail in [70].
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Figure 3.3: Ti:Sapphire absorption and emission spectra.

A temporally confined laser pulse should, by the uncertaintyprinciple, have a

wide spread of energies, and hence frequencies. That is to say, a wave packet

localised in time will consist of many Fourier components. This is generally

achieved by forcing all the modes (or frequencies) present in a laser cavity to

lase together simultaneously, and hence to superpose themselves into the form of

a wave packet. This process is known as temporal mode-locking [71, chapter 8.6].

It is usually achieved by introducing some controllable energy loss process into

the laser cavity such that undesired modes are eliminated [72]. Early attempts at

this used an acoustic wave shutter which scattered light from modes not required

in the pulse. Another method involved placing dye jets in thecavity, to absorb or

amplify certain frequencies. An intense pulse would bleachthe dye, thus reducing

loss of the modes in that pulse, and hence selectively propagating that mode [73].

Ti:Sapphire was originally incorporated into lasers as a replacement for dye lasers,

mainly for aerospace applications. However, it was found that a simple laser de-



CHAPTER 3. EXPERIMENTAL DEVELOPMENT 37

sign using Ti:Sapphire produced very short pulses, withoutdeliberately setting

about to do so. The effects ofself mode-lockinghad been observed [74, 75, 76].

High reflector

Compensating
prisms

Pump beam

Ti:Sapphire
crystal

Output
beam

Figure 3.4: Design of a simple Ti:Sapphire laser.

A design for a basic Ti:Sapphire oscillator is shown in figure3.4. It consists of

a fairly long cavity, as this determines the temporal spacing between pulses. Due

to its length, two additional mirrors are used to focus the cavity beam tightly in

the Ti:Sapphire rod. Self mode-locking relies on the fact that the refractive index

of Ti:Sapphire is nonlinearly dependent upon pulse intensity. Laser beams have

an approximately Gaussian intensity profile [71, chapter 4], and thus the beam

is more intense in the centre of the lasing rod. This in turn gives a differential

refractive index through the crystal’s cross section, essentially turning the rod into

a lens (a so calledKerr Lens[71, p344-345]). This selectively focuses high power

modes, localised in time, and by arranging the cavity mirrors to exploit this, self

mode-locking of the shortest pulses can be achieved. An initial short “seed” pulse

can be generated by many methods, the simplest of which is to physically tap
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the laser. The prisms in the basic design compensate for the positive dispersion

produced in the Ti:Sapphire rod [77, 75]. This effect is caused by the fact that the

refractive index of most materials, and hence the speed of light in that medium,

is a function of wavelength. In the laser rod the longer wavelengths travel faster

than the shorter wavelengths, and over many passes through the cavity this would

separate in time (orchirp, section 4.1.3) the wavelengths and modes present in

the cavity. The prism pair produces a spectrum of the pulses,and then forces the

longer wavelengths to travel further, hence slowing them down. The spectrum is

then recombined in the second prism. This concept is furtherexploited in the laser

amplifier, see section 3.1.3.

The Tsunami

The commercial femtosecond oscillator we use is produced bySpectra Physics

[78], and is theirTsunamimodel. The absorption spectrum of Ti:Sapphire, figure

3.3, makes it particularly suitable for pumping by an Argon Ion laser source. Our

oscillator pump is a Spectra Physics BeamLok™ capable of supplying a contin-

uous wave pump beam of up to 10 W in power, although the day to day running

power is around 7.5 W. TheTsunamiproduces 800 nm pulses of around 90 fs in

length, vertically polarised; see page 106 and figure 4.5 fora measurement of this.

The cavity length is such that a repetition rate of around 82 MHz is achieved, and

the average power is about 1 W. Figure 3.5 shows the internal configuration of

theTsunami. The AOM is an acoustic-optical modulator which assists theinitial

mode locking of the laser and provides stability of the repetition rate. The disper-

sion compensator consists of four prisms, and in the centre of this configuration

(whilst the beam is spectrally spread) there is a slit consisting of two movable knife

edges. This allows a particular part of the spectrum to be selected, thus enabling

user control over the bandwidth and centre wavelength. We display the spectrum
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of theTsunamiusing a dedicated rotating grating spectrograph (Rees Instruments)

connected to an oscilloscope, and adjust the micrometers which control the slits

accordingly. Successful mode-locking is indicated by a broad spectrum, with no

continuous wave “breakthrough”, which would manifest itself as a delta-function

in the spectrum. A typical spectrum from the spectrograph isshown in figure

3.6. Apart from this adjustment, the main day to day alignment merely consists

of fine adjustment to the end reflectors to optimise the outputenergy. The argon

ion pump and theTsunamitake around an hour to warm up before use, and are

generally trouble free if kept at a very constant temperature and are not subjected

to mechanical shocks.

Figure 3.5: Schematic of Spectra Physics Tsunami femtosecond oscillator.

Adapted from that given in the manual.

3.1.3 The Amplifier

TheTsunamiproduces pulses of around 10 nJ in energy. A much higher energy

than this is required for nonlinear applications, so an amplifier forms the next

stage of the laser system. The amplifier is a Spectra Physics Titanium Sapphire
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Figure 3.6: A typical spectrum of the Tsunami oscillator displayed on an oscil-

loscope. The numerical scale has been added for clarity.

Amplifier (TSA). It is pumped by a Nd:YAG laser. I shall discuss this pump laser

and then outline the main principle of the amplifier’s operation, chirped pulse

amplification (CPA).

The Nd:YAG Pump Laser

The TSA is pumped by a Spectra PhysicsQuanta RayNd:YAG laser (Nd:YAG

is the lasing medium, Neodymium doped Yttrium Aluminium Garnet [79]). This

laser uses pulsing electrical discharge lamps to excite a Nd:YAG rod. The laser

cavity has a controllablequality factor, allowing deliberate losses to be introduced

into the cavity by an electro-optical switch. This enables alarge population inver-

sion to be built up in the lasing medium by suppressing lasingwhilst the cavity is

lossy. The energy stored in this way can be suddenly releasedas an intense pulse

by switchingthe quality factor of the cavity to high. Hence this form of mode
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locking (section 3.1.2) is known asQ switching[71, chapter 8.4]. Nd:YAG lasers

produce nanosecond pulses at 1064 nm, but to bring this into the absorption band

range of the Ti:Sapphire (figure 3.3) used in the amplifier, itis frequency doubled

with a nonlinear optical crystal to 532 nm. Our Nd:YAG laser operates at a 10 Hz

repetition rate, which defines the repetition rate of the whole laser system. This

generally gives higher amplifier energies, but lower stability when compared with

1 kHz systems. The latter is largely due to a low repetition rate allowing thermal

cooling of optical components between pulses. The amplification system in use

was originally purchased for gas phase studies where a high energy was needed,

but for pumping an OPA for infrared studies stability would be much more desir-

able. A higher repetition rate also allows spectra to be collected faster. We have

recently converted the Nd:YAG cooling system from the original closed loop wa-

ter and air cooling system to a system thermostatically cooled by the high pressure

water system in our building. This has seen great improvements in the stability

of the amplifier during a working day. The discharge lamps used in the Nd:YAG

laser gradually deteriorate, and during intense experimental activity may have to

be replaced every month or so to keep the TSA running to the stability needed by

the OPA.

A further improvement to the reliability of the amplification system has in-

volved removing the feet from the TSA and screwing its base directly to the op-

tical table. This has reduced the tendency of the entire TSA casing to warp with

physical and thermal pressures, thus affecting the cavity length and lasing perfor-

mance.

Chirped Pulse Amplification

I described in section 3.1.2 above how Ti:Sapphire self-focuses an already intense

laser beam. If a Ti:Sapphire rod were to be employed in a naı̈ve laser amplifier as
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the lasing medium, the extraordinary intensities producedby this would quickly

destroy the crystal. CPA [80] gets around this problem bystretchingthe ultra-

short pulse in time, thus reducing its peak power, then amplifying it, and finally

compressingthe pulse again toalmostreturn its original short duration, figure 3.7

[71, sections 12.3.1 and 12.5]. Given the reciprocal relationship between time and

frequency, given by the Fourier transform, one way to stretch a pulse is to split

the pulse up into its spectrum, allow the higher frequency (“bluer”) light to travel

further in space than the lower frequency (“redder”) light,and then recombine the

spectrum in a further grating, figure 3.8. This introduces apositive group veloc-

ity dispersion, otherwise known as a positivechirp - the frequencies present in

the pulse change over the pulse duration (see section 4.1.3 for details on how to

measure chirp). This spreads the power present in all frequencies over the pulse

duration, and hence reduces the peak power. After amplification the chirp can

be removed by a similar arrangement, this time the low frequencies are delayed

with respect to the high frequencies. This latter process isexactly the same as that

employed in a femtosecond oscillator using prisms to removethe positive chirp

introduced by the lasing medium, see section 3.1.2 above.

STRETCH AMPLIFY COMPRESS

Short, weak pulse Short, amplified pulse

Figure 3.7: Chirped pulse amplification.
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Long Path Short Path

Grating

Grating

Mirror

Mirror

Incoming
Pulse

Stretched
Pulse

Figure 3.8: A pulse stretcher. Compression may be performed by the inverse

process.

The TSA

Our TSA is not a standard production unit, as it was in fact built by a previous

coworker in theSpectra Physicsfactory using their parts but to a slightly different

design. The TSA has four main stages. As described above, it has a pulse stretcher

to avoid damage to the optical components during amplification. Then it has a

regenerative amplificationstage, followed by a two-passmultipass amplification

stage (or “double pass” stage). Finally, there is a pulse compressor which nearly

restores the original pulse width. See figure 3.9 for a detailed schematic. Overall,

it produces pulses of around 4 mJ at 800 nm, at a repetition rate of 10 Hz.

The following description of the operation of the TSA is withreference to the

key letters on figure 3.9. Also table 3.1 on page 47 lists the polarisation of the seed

(amplified) beam as it passes through various stages of the TSA. The vertically
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polarised pulse train from theTsunami(in red) enters at the top of the diagram and

passes through aFaraday Isolator, [a]. This is in effect an optical “diode” which

allows passage of light in one direction only, thus stoppingany back-reflected

pulses from the amplifier reaching and damaging theTsunami. This also changes

the polarisation to horizontal. The pulse train passes overa mirror [b] and is

incident on the stretcher grating[c]. This grating with the curved focussing mirror

at [d] and a plane mirror[e] form the pulse stretcher as described above. In fact

only one grating is used compared with figure 3.8; mirrors[d] and[e] are arranged

so that the light is incident on the one grating four times to give the same effect as

the arrangement with two gratings in figure 3.8. This makes the system cheaper to

manufacture and also ensures consistent alignment. The pattern of beams on the

grating is shown in figure 3.10. The stretched pulses then pass back below their

incident path on to the mirror at[b], and finally via a “twisted” periscope (which

changes the polarisation again) and another mirror on to theTi:Sapphire rod[f] .

Meanwhile, the Nd:YAG 10 Hz pulse train enters from the left hand side of the

diagram, shown in green. Approximately 25% of this energy isreflected from a

beam splitter[m] on to the Ti:Sapphire rod. The remainder is used to pump the

double pass amplifier.

I shall now describe how a single stretched pulse from theTsunamiis regener-

atively amplified. The now vertically polarised pulse reflects at the Brewster angle

from the Ti:Sapphire rod[f] and passes along the dashed path through aPockel’s

cell
[

g
]

. This is a device which can rotate the polarisation of light when subjected

to a large electrical potential difference. This potential is turned off at this stage,

and remains so for the duration of the first pass of the amplifer. The pulse passes

through a quarter wave plate[h] which rotates its polarisation byλ/4. Having

then been reflected from the first cavity mirror[i] and passing back through the

λ/4 plate once more, its polarisation has been rotated byλ/2 in total. It passes
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Figure 3.9: The TSA regenerative amplifier, see text for key. Based upon that

given in the manual, but corrected for our non-standard unit; colourised and

key added for clarity.
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Figure 3.10: Correct light pattern on the stretcher grating.

through the laser rod, picking up energy from the rod’s excitation by the Nd:YAG

pulses, then straight through the polariser at
[

j
]

, through a second Pockel’s cell[k]

(which is off) and is reflected from the second cavity mirror[l] . It passes back on

to the polariser, at the Brewster angle. Because the pulse has undergone aλ/2 ro-

tation from the quarter wave plate, it passes straight through the polariser and then

back through the rod. By the time the pulse reaches the first Pockel’s cell
[

g
]

again

it has been activated such that is acts as a quarter wave plate, effectively resetting

the pulse back to its original polarisation over two passes so that in combination

the quarter wave plate has no further effect. Thus the horizontally polarised pulse

is trapped in the cavity. After a user defined interval (see alignment description)

over which the pulse may be amplified by as much as 106, the second Pockel’s cell

[k] is activated to rotate the polarisation byλ/2 before the pulse passes through

the polariser
[

j
]

for the last time. This change of polarisation to vertical causes the

pulse to be reflected from the face of the polariser at the Brewster angle and hence

to be ejected from the cavity. At the end of this stage the pulses can be up to 5.5

mJ in energy.

The next stage is a simple double pass amplifier in which the pulse passes

through (once in each direction) a second Ti:Sapphire crystal [n], which is pumped

by the remaining 75% of the Nd:YAG beam. This stage will amplify the pulses to

about 12 mJ. A telescope arrangement[o] enlarges the beam and a second twisted
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After this stage. . . The polarisation of the seed is. . .

Tsunami V

Faraday Isolator H

First Twisted Periscope V

Trapped in Cavity H

Released from Cavity V

Second Twisted Periscope (& exit) H

Table 3.1: Polarisation of the 800 nm beam as it passes through the TSA.

periscope converts the polarisation to its final horizontalstate, before the beam

passes on to the compressor grating
[

p
]

via mirror [r] . The compressor grating is

mounted on the same rotatable stage as the stretcher grating[c], enabling the angle

of one to be precisely complementary to the other; thus in theory compensating

exactly. The remainder of the compressor consists of pairs of vertical [s] and

horizontal
[

q
]

retro-reflector mirrors. The latter of these is mounted on a transla-

tion stage which allows it to be moved closer to or further away from the grating,

giving control over the amount of pulse compression which occurs. The correct

pattern of the four passes of the beam on the compressor grating is shown in figure

3.11. After the final grating pass the beam passes over the mirror [r] and out of

the amplifier, at about 5 mJ per pulse, the losses being mainlyin the compression

stage.

Figure 3.11: Correct light pattern on the compressor grating.
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Alignment

The TSA is one of the most complex and troublesome componentsof the entire

experiment. Basic alignment has to be performed each day, and sometimes re-

performed during the day. Temperature gradients and changes in the lab caused

by baking the UHV chamber (see section 3.2.1) adversely affect the entire laser

system. The TSA is used at maximum output power and up to its manufacturers’

specifications; and, in terms of stability for use with an OPA, must exceed those

specifications —Spectra Physicsspecify 10% stability, but in fact 2% is needed

for the OPA. I describe here the basic alignment procedure. Complete realign-

ment of the laser cavity is beyond the scope of this thesis, although it has been

performed by us on occasion. Everyday alignment is performed with an energy

meter (Ophir), thermal burn paper to check spatial mode, anda photodiode (Posi-

tive Light) connected to a fast oscilloscope (LeCroy Waverunner) which monitors

stray cavity light from behind mirror[l] .

The TSA cavity, with the incomingTsunamiseed beam blocked and the sec-

ond (exit) Pockel’s cell disconnected is in fact a free running laser in its own right.

The intensity profile over time from the photodiode is shown in figure 3.12. The

time axis is with respect to the Nd:YAG pump pulse entering the cavity, and shows

how the 800 nm pulse loses energy as it is reflected around the cavity and as the

population inversion builds up and decays in the amplifier’slasing medium. The

key to aligning the TSA is to ensure that pulses spend as little time in the cavity as

possible whilst still being amplified sufficiently. This is because refractive com-

ponents in the cavity will inevitably introduce some dispersion (chirp) into the

pulses, so the pulses should pass through these as few times as possible. With this

in mind, the first step is to ensure that the free running laserpulse occurs as early

as possible after the pump pulse enters the cavity. Adjustment of the angle of the

frequency doubling crystal in the Nd:YAG laser can improve this by increasing
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Figure 3.12: The intensity profile wrt. time of the TSA cavity in free running

mode. The time axis on these oscilloscope traces is 50 ns per square and

the Nd:YAG pulse occurs 285 ns before the left hand edge of the trace in this

case.

the output power of the pump. This crystal and the Nd:YAG flashlamp energy

should be occasionally adjusted so that the average energy of the Nd:YAG laser is

2.1 W. The free running cavity beam should also pass through the two alignment

irises provided in the cavity; this can be checked with an infrared “night-sight”

style viewer. Occasionally adjustment of the cavity end mirrors is necessary, but

this should be a last resort.

Meanwhile the seed beam enters the TSA via two irises. The angle of the

stretcher grating rotation stage should be adjusted until the pattern matches that in

figure 3.10. When the seed is allowed into the cavity, with thesecond Pockel’s cell

disconnected, the intensity measured by the photodiode resembles that in figure

3.13. Each of the small peaks corresponds to a round trip of the ultrafast pulse

through the cavity. The seed beam should overlap the free running cavity beam on

the laser rod and on the cavity end mirrors (this can be viewedwith the infrared
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Figure 3.13: TSA with seed beam trapped in the cavity. Nd:YAG pulse occurs

160 ns to the left of the trace.

viewer). From figure 3.13 one can see that there is a optimum time for a pulse

to spend in the cavity to gain maxiumum amplification. The user may set the

time which the pulse spends in the cavity with a dial on the Pockel’s cell control

electronics, and with the second Pockel’s cell connected anoptimal pulse dump

time gives a cavity intensity plot like that in figure 3.14. This must be studied

carefully to allow fine tuning of the seed beam dump time to ensure multiple

weaker pulses are not dumped. The dump time does affect the stability quite

dramatically as well as the output energy and in general morestable pulses are

achieved with longest dump times. Finally, the last steering mirror of the pump

beam and the steering mirrors into the cavity for the seed beam should be adjusted

to optimise output energy and to ensure the pulses leave the cavity as early as

possible. Also, the cavity mode and spatial profile should bechecked with thermal

burn paper to ensure the single regular round spot TEM00 mode is being produced

rather than, for example, the double spot TEM01 mode.
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Figure 3.14: TSA with seed beam leaving the cavity after the optimal delay (in

this case the delay is 321 ns from the Nd:YAG pulse). Nd:YAG pulse occurs

160 ns to the left of the trace.

With the seed beam now centred on the Ti:Sapphire rod[n] in the double pass

amplifer, the pump for this part of the amplifier should be steered to maximise the

energy output from this section. The mode should also be checked after this stage.

With the stretcher/ compressor grating assembly removed (and the seed beam

blocked), the free running cavity beam should now pass alongthe same path as

the incoming seed to the stretcher, and through two irises provided for this pur-

pose, although it is not necessary to do this every day. With the grating assembly

reinserted the pattern on the grating should resemble that in figure 3.11. The ad-

justment to the compressor length
[

q
]

to ensure the shortest pulses may be under-

taken by (a) watching the intensity of the frequency doubledoutput beam when

put through a BBO crystal set to the correct angle, (b) by checking the perfor-

mance of the OPA, (c) by using an autocorrelator (section 4.1.2) or (d) frequency

resolved optical gating (FROG - section 4.2). FROG gives a plot of the frequen-
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cies present in a pulse as a function of the time duration of the pulse and gives

feedback on more serious misalignments of the compressor, to ensure all chirp is

removed. A typical FROG from the TSA is shown for reference infigure 4.6 dur-

ing the discussion in the next chapter on pulse characterisation. The beam should

be visually inspected on a white card for signs of diffraction (stripes) indicating

that the beam is passing close to or being blocked by non-optical components.

3.1.4 The OPA

The Optical Parametric Amplifier (OPA) provides a source of infrared laser radi-

ation tunable from 3–11µm. The nonlinear process which underpins its operation

is described in the previous chapter in section 2.2.2.

TOPAS

Our commercial OPA is a femtosecond version Travelling-wave Optical Paramet-

ric Amplifier of Superfluorescence (TOPAS) designed by LightConversion Ltd.

[81, 82, 83]. It is capable of producing pulses of 3–11µm by taking the differ-

ence frequency of the signal and idler waves produced in the OPA. The combined

signal and idler output is around 300µJ per pulse and the mid infrared output is

around 10µJ per pulse. We have measured the temporal width to be 240 fs and the

spectral width to be 150 cm−1 at 5µm output (section 4.3.3). A basic outline of its

operation is given in figure 3.15. The design of the TOPAS is such that only one

BBO crystal is used for all 5 stages of amplification in the OPAsection, due to the

high cost of such crystals and the need for a consistent phasematching angle to

be maintained. The first pass generates a broadband source oflight by intensely

focusing around 5% of the pump onto the BBO crystal and generating what is

known assuperfluorescence[48, section 21.7]. The second and third passes se-

lectively amplify the signal wavelength component of the broadband light — the
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800nm pump

'Signal' beam

'Idler' beam

Parametric Generation Self Amplification Pumped Amplification

Difference Frequency StageOptical Parametric Amplification Stage 
one crystal - five passes 

3 - 11   m µ
repeat x1

repeat x1

BBO Crystal AgGaS  Crystal2
Grating

Mid Infrared

Superfluorescence

Figure 3.15: Outline of TOPAS optical parametric amplifier.

idler is not amplified at this stage and is effectively dumped. The bandwidth of

the OPA is constrained further by reflecting the signal from adiffraction grating.

Then the remainder of the pump beam is used to actively amplify the signal and

idler; 5% on the fourth (pre-amplifier) pass and the remaining 90% on the fifth

(power amplifier) pass. This last pass leads to saturation ofthe parametric con-

version process which reduces pulse to pulse fluctuations. Finally the signal and

idler pass into a separate section which generates the difference frequency in an

AgGaS2 crystal to produce mid infrared light. For example, to produce 5µm light,

the BBO crystal is set to produce the signal wave at 1380 nm andan idler wave at

1900 nm, 1
800nm =

1
1380nm+

1
1900nm. Then the phase matching angle of the AgGaS2

crystal is set to give the difference frequency, 1
1380nm−

1
1900nm=

1
5000nm. The disad-

vantage of this system is that a very complex arrangement of passive optics and

active path length controls is needed to route the beam through the crystal 5 times,

at the same phase matching angle each time. A (still simplified, 2D) schematic of

the optical layout of the OPA section is given in figure 3.16. The majority of the

pump pulse (90%) is split off by BS1 for the final 5th power amplification stage.

Then 10% of what is left is split off by BS2 for the fourth pre-amplification stage.

The remainder is focused by a lens system on to the BBO crystal(marked NC on
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Figure 3.16: Schematic of TOPAS OPA section — taken from the manual.

the diagram). This crystal is on a motorised rotation stage to enable frequency

tuning. Superfluorescence is now generated by the intense beam and passes on to

mirror CM1 and back through the crystal (pass 2). The signal and idler pulses,

plus the rest of the broadband light are reflected from CM2 andpass back through

the crystal a third time. By now the correct signal and idler frequencies will

have been selected by the BBO crystal from the superfluorescence spectrum, so

a diffraction grating (DG — again motorised) is used to narrow the bandwidth

further. Meanwhile the fourth pass pump has been delayed by mirrors M3, M3′,

M3′′ and M4 and a glass plate (GP) which is on the same rotation stage as the

BBO crystal to compensate for path differences and directional changes caused

by the crystal angle. This ensures the pump beam arrives for recombination at

beamsplitter M5 at the same time as the signal and idler. The diffraction grating is

on a mechanical delay stage which enables this delay to be adjusted. The pump,

signal and idler now pass through the crystal again for the fourth time and the sig-

nal and idler are amplified. The fifth pass pump has been delayed by mirrors M9,
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M9′, M9′′ and M10, the last of which is on a motorised delay stage to optimise

the temporal overlap. After the signal and idler are reflected from M7 (this time

not passing through the crystal, but through a piece of glass marked as TD on the

diagram) they are recombined with the rest of the pump on mirrors M11 and M8.

Finally the pump, signal and idler pass through the crystal for the 5th time when

the latter two undergo power amplification before leaving the OPA section.

The signal and idler then pass into the difference frequency mixer section (fig-

ure 3.17). The remaining pump beam is dumped by a beamsplitter (not shown).

This is of sufficient energy to provide a pump beam for pump-probe spectroscopy.

Being of different frequencies and having passed through dispersive materials, the

signal and idler are not perfectly temporally overlapped atthis stage, so beam

splitter BS1 separates the signal and idler allowing the delay between them to be

removed by mirror M3 and the delay plate. M3 is on a manual delay stage for

coarse adjustment, and the delay plate is a piece of glass on amotorised rotation

stage which can introduce a small amount of delay due to the changing internal

path length as the plate rotates. The signal and idler are recombined by beamsplit-

ter BS2, which is motorised so that the angle of divergence ofsignal and idler can

be changed. Finally, they pass non-collinearly through theAgGaS2 crystal (which

is on a motorised rotation mount to optimise phase matching)to give the differ-

ence frequency. The non-collinear arrangement is less efficient than a collinear

arrangement but allows the signal, idler and mid IR to be spatially separated with-

out the use of a lossy filter. The three emitted beams are separated in the vertical

plane, the mid IR at the bottom, the signal in the middle and the idler uppermost.

The signal and idler are useful for alignment purposes as they are of higher energy

than the mid IR and they are each collinearly accompanied by avisible harmonic

as a side effect of the nonlinear processes in the OPA — they can effectively be

seen as blueish green dots on a card (see section 3.3.4). Theyare removed during
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experiments either spatially with an iris or by inserting a filter.

Signal
and 
Idler

BS1

BS2

M3

M2 M1

Delay Plate

AgGaS  crystal2

 Idler

Signal

Figure 3.17: Schematic of TOPAS DFG section — adapted from the manual.

The TOPAS contains a total of six control motors: the BBO crystal angle (and

hence the output wavelength); the fifth pass pump temporal overlap; the diffrac-

tion grating angle; the difference frequency crystal angle; the signal-idler delay

in the mixer and the final signal-idler divergence angle. Each of these motors has

an optimal position for a particular mid-infrared output frequency. Selecting a

desired wavelength is achieved using a computer to access a look up table con-

taining appropriate values for each motor and to interpolate for the exact required

frequency. Upon installation and subsequent realignment of the OPA a set of em-

pirical tuning curves is taken by measuring the output wavelengths and energies of

the signal and idler waves whilst finely stepping the motors.The software for this

is part of the package sold by Light Conversion. Whilst fortunately offering much

more long term stability than the TSA, the OPA does require periodic realignment

and retuning, especially after a few UHV system bakeouts. Tocounteract this, the

OPA has been removed from the laboratory during bakeouts, but we came to the

conclusion that more damage was done by the movement than thebakeout. Ide-
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ally, realignment and tuning should be performed by one of the Lithuanian based

design engineers and takes around 3 days (30 hours). Due to the inconvenience

of this I have now learnt to do this procedure which takes me just over a week.

The details of the realignment procedure are beyond the scope of this thesis, and

the reader is referred to the long and detailed instruction manual — but it should

always be borne in mind that the threshold for superfluorescence is close to the

damage threshold of the expensive BBO crystal. TOPAS is verysensitive to the

condition of its pump beam, and requires ideally 2 mJ in energy with a stability

of around 2–5%, optimally short pulses with a good round spatial mode, and with

no phase front tilt— see section 4.1.4. Day to day pump alignment is performed

coarsely through the two irises A1 and A2 in figure 3.16, and finely by measuring

the mid-infrared energy output.

3.1.5 The Pulse Shaper

As discussed in section 2.3.2, the spectral resolution of vibrational SF spectrosco-

py is dependent upon the spectral width of the visible pulse.A spectrally narrow

and therefore temporally long visible pulse gives high spectral resolution. Some

groups, such as Richteret al. [58] achieve this by inserting a mirror into the com-

pressor assembly in their regenerative amplifier to divert asmall range of the spec-

trum out of the amplifier for use as the visible pulse. This would not be practical

for us, due to the geometry of our compressor. At the same time, an option is

required to use temporally short visible pulses for free induction decay and pho-

ton echo experiments. To achieve that aim, we have constructed a pulse shaper

capable of either selecting a narrow region of the visible pulse spectrum, or to

allow it to pass unaltered when needed. A grating based pulseexpander is used to

transform the pulse into the frequency domain for bandwidthselection, and then

transform exactly back to the time domain with no increase inpulse width when
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the full bandwidth is allowed to pass.

In the following, the termgroup-delay dispersion(GDD) refers to the second

order coefficient in the Taylor series expansion of the relationship between the

phase,φ of a pulse and its frequency,ω in a general dispersive situation, i.e.d2φ

dω2

in

φ = φ0 +

(

dφ
dω

)

ω0

(ω − ω0) +
1
2

(

d2φ

dω2

)

ω0

(ω − ω0)
2 .

The relationship [71, page 349] between the time stretchingfactor,∆τ, the pulse

width,∆ω, and the GDD is given by
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For a general pulse expansion system consisting of two gratings and two lenses

(figure 3.18), the GDD is given by Martinez [84] as

d2φ

dω2

∣
∣
∣
∣
∣
∣
ω0

=
4π2c

ω3
0d

2cos2θ
(2 f − s1 − s2) . (3.2)

whered is the grating spacing,θ is the angle the normal of the grating makes

to the optic axis,s1,2 are the distances from the first and second gratings to the

first and second lenses andf is the focal length of each lens. From equation

3.2 and figure 3.18 it can be seen that, in general, fors1,2 and f the paths of

higherandlowerfrequencies will no longer spatially or temporally exit thesystem

simultaneously — in the setup shown in figure 3.18 the high andlow frequencies

are separated along the spatial width of the exit beam, and the low frequencies

travel further than the high frequencies. However, if the system is set up such that

s1 = s2 = f , then equation 3.2 shows that no GDD will be introduced, and hence

via equation 3.1, no time expansion will occur. Also, the high and low frequencies

will then emerge along the same spatial path. Given that the arrangement is then

perfectly symmetric, it is better to use just one grating andone lens; and use a

mirror to exactly bisect the arrangement in figure 3.18 and reflect the beams back
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through the same lens and onto the same grating once more. This mirror should be

vertically tilted to allow the incoming and outgoing paths to be spatially separable.

A slit can then be inserted in front of the mirror to select a proportion of the

spectrum to increase the spectral resolution when needed. This is the arrangement

we have used and it is shown schematically in figure 3.19 and photographically

in figure 3.20. The grating has 1200 groves/mm (made by Spectrogon) and

is mounted on a rotation stage which also allows slight vertical tilt, and is set

to an azimuthal angle,θ, of around 17◦ for maximum energy in the first grating

order. The focal distance,f , and separation distance,s, are around 16 cm and

can be changed by moving the optics on the rail. Each is also ona miniature

translation stage aligned along the direction of the rail for fine adjustment. The

lens is on a vernier rotation stage to allow for exact alignment of the lens axis with

respect to the optical axis, and the mirror is held in a standard 2D adjustable mirror

mount. The slit assembly (Edmund Optics) consists of two metal knife edges, the

distance between which, and hence the selected bandwidth, is adjustable with a

micrometer. The maximum slit width is 6.35 mm, as is the height of the slit. It

is mounted, via a system of metal posts, on a lateral translation stage to select the

θ

s sf f1 2

grating grating

lens lens

Figure 3.18: A general pulse expander.



60 CHAPTER 3. EXPERIMENTAL DEVELOPMENT

section of spectrum required. This stage is mounted on the rail behindthe mirror,

and the post system ensures that the slit is suspended in front of the mirror. The

slit is removed and inserted by either sliding the assembly down a collared post,

or by rotation. The exiting beam is in a plane slightly below that of the incoming

beam (adjusted by the incoming mirrors and the vertical tiltof the shaper mirror)

and it is picked off by a square mirror placed just under the path of the incoming

beam (shown in the centre of figure 3.20).

With the slit removed, the pulse shaper is first geometrically aligned by eye

and a ruler, then finely adjusted using FROG (section 4.2), which determines the

temporal and spectral characteristics of the pulse. The FROG trace of the TSA

output is compared with the FROG trace of the pulse shaper (figures 4.6 and 4.7

in the next chapter). The shortest pulses with the least chirp are achieved by

adjusting the distances along the rail and the angle of the lens. Small changes

make a very large difference indeed. Once this has been optimised, two irises are

inserted in the incoming beampath for future reproducibility. The output energy

θ

s  (~f) f

grating lens
mirror

slit

Figure 3.19: Schematic of the pulse shaper.
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Lens

Grating
Rotation Stage

Half-wave Plate
Iris

Iris

Pick-off Mirror

Optical Rail

Figure 3.20: Photograph of the pulse shaper. The white OPA is seen as the

left backdrop and the TSA and Nd:YAG laser are in the far background.

from the shaper is then measured, and along with the centre wavelength is used

as a reference to check for accurate reproducibility upon reinsertion of the slit at

a later stage. Details of the characteristics of the narrowed visible pulses used in

spectrally resolved experiments are given in section 4.3.3.

The operation of the pulse shaper has been simulated using Sarkomand Soft-

ware’s Apple Macintosh based CyberRay program. One view of the photon traced

3D image produced is given in figure 3.21. It was produced by simulating broad-

band 800 nm pulses, with a Gaussian beamwaist, and neatly shows how our pulse

shaper takes a broadband source, and produces a narrowband output with the same

spatial size and divergence as the incoming beam.



62 CHAPTER 3. EXPERIMENTAL DEVELOPMENT

Figure 3.21: Photon traced simulation of the pulse shaper, using CyberRay.

For clarity, the image is shown at a 90◦ anticlockwise from left rotation around

the main optical axis as compared with figures 3.19 and 3.20. The incoming

broadband beam is multicoloured in the background, and the outgoing narrow-

band beam is green in the foreground. Left to right are the grating, lens, slit

and mirror.

3.2 The UHV Chamber

Sum frequency spectroscopy is adaptable enough to be used ina variety of envi-

ronments. Unlike many surface probe techniques, a vacuum environment is not

requiredper se. Indeed, when setting up the SFG system the technique was prac-

tised in our lab on the benchtop — see section 3.3.4. However,to study well

ordered single crystal metal–adsorbate systems, ultra high vacuum is required.

This is both to maintain the cleanliness of the surface from contaminants which

might alter the chemical processes which we wish to study, and because many of

the traditional surface characterisation techniques require vacuum.
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3.2.1 Overview

Our laboratory is equipped with a UHV chamber made by Vacuum Generators,

originally used for Electron Energy Loss Spectroscopy (EELS) studies — a pho-

tograph is given as figure 3.22. The sample is suspended vertically by a 3D ma-

nipulator (at the top) and can be moved between two main experimental levels.

The upper level has a quadrupole mass spectrometer, LEED system, ion sputter

gun, gas dosing valve plus optical windows. The lower level has optical windows,

an electron gun for AES and a Getter source for alkali metal layer deposition. It is

this level which is used for SFG experiments. The chamber contains a hemispher-

ical analyser for Auger studies mounted on a gimbal and goniometer assembly to

allow movement around the sample.

Pumping

The pumping system is represented schematically in figure 3.23. The main cham-

ber is pumped to rough vacuum (10−3 mbar) by an Edwards rotary pump. Then

an oil diffusion pump (backed by another rotary pump) is used to take thevacuum

down to around 2×10−10 mbar, after bakeout. The diffusion pump has a liquid ni-

trogen cooled trap between the chamber and the pump. This hasto be filled twice

a day whilst undertaking experiments so that oil particles from the pump stick to

the cold trap. The rotary pumps both have sorption traps to collect pump oil and

other impurities from the line. The diffusion pump requires both continuous elec-

trical and water supplies (the latter for cooling). Due to continual disruptions in

recent years to these two services in our building, we have recently fitted an ion

pump to the base of the vacuum chamber (Varian Diode). This requires only elec-

tricity, and the power is backed from the building’s emergency generator supply.

Thus, providing the gate valve is closed between the chamberand the diffusion

pump, vacuum is always maintained even during power or waterfailures.
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Figure 3.22: The UHV chamber. The optical table has been removed.

The pressure in the chamber is monitored by an ion gauge (Varian), as is the

pressure in the UHV section of the gas line. Two pirani gaugesmonitor the back-

ing pressure of the diffusion pumps, and a third monitors the roughing rotary pump

pressure. To reduce leakage from the rotary feedthrough, the sample manipulator

is differentially pumped by the roughing pump. This reduces the pressure gradient

across the seals, see section 3.2.2.

Gas Admission

Gases are supplied to the chamber via a small gas line. Each ofthe gases is

connected to this line with Nupro type valves which are in turn connected to the
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Figure 3.23: The vacuum system. See text for explanation.
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gas bottle regulators. Carbon Monoxide, Argon and Oxygen are permanently

available and other gases are connectable to a Swage-Lok type connection when

required — at the moment this includes hydrogen, ethylene, NO and various iso-

topes of CO. Vapour from volatile liquids (e.g. benzene, water) can also be ad-

mitted via this connection. The gas line is pumped to rough vacuum by the same

rotary pump which rough-pumps the chamber. It is also connected via a valve

to a second, smaller, diffusion pump which can take the pressure in the gas line

down to about 10−7 mbar. This is useful for studies involving small quantitiesof

gas isotopes. Gas is admitted to the chamber by a copper plateand knife-edge

style dosing valve placed between the chamber and the gas line. Argon may be

admitted through a secondary dosing valve, which passes directly into the plasma

chamber of an ion gun (discussed in section 3.2.2).

Optical Windows

In order to introduce laser beams into the chamber, it is fitted with several optical

windows. Infrared beams are admitted via a magnesium fluoride window. MgF2

has a useful transmission range of 0.12–7.0µm, whilst being physically strong

enough, at 3 mm thick, to withstand UHV conditions. All otherwindows are

glass. The plan view of the lower level of the chamber is shownin figure 3.24 as

it is this level which has the largest number of available ports, giving the most op-

tions for incoming and outgoing beam directions; hence thisis the level at which

SFG experiments are performed.

Maintenance

Before opening the chamber it is vented via a valve connectedto the roughing

pump / gas line system. The venting is done with liquid nitrogen to avoid con-

tamination. After venting, the chamber must be baked to remove deposits from its
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Figure 3.24: Plan view of optical level of UHV chamber. Five small plain glass

windows (C–G), one large glass window (B), one small MgF2 IR window (A),

the AES electron gun, the potassium Getter source and two blanked-off ports

are shown. The bulky AES analyser, which in fact takes up most of the interior,

is not shown.

walls. The chamber is surrounded on its plinth by heating elements and is com-

pletely enclosed in a custom insulated cover before baking;glass windows and

other delicate items being covered with aluminium foil to reflect the heat. It is
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usually baked for 48 hours at a temperature of 115◦ Celsius, whilst monitoring

the pressure. The ion pump has an integral heating element toremove material

deposited on its walls during the pumping process. Unfortunately, the baking

process does create quite a large temperature gradient in the laboratory, further

increased by the fact that the air conditioning tends to overcompensate and reduce

the temperature to sub-normal levels at the opposite end of the lab. This signifi-

cantly affects the laser system, and usually means much realignment, so bakeouts

should be kept to a minimum. Flange seals on the chamber are made by a copper

gasket and knife-edge system; those on the gas line system are a combination of

these and Swage-Lok style connections. Allin vacuoelectrical connections are

spot welded.

3.2.2 Sample Manipulation and Preparation

Sample Motion

Azimuthal rotation is achieved by a differentially pumped rotary feedthrough

(Vacuum Generators). The roughing rotary vacuum pump is used to pump the

non-UHV side of the seals to reduce the pressure difference and hence the like-

lihood of a leak. Thex and y motion is achieved with orthogonal micrometer

screws at the top of the chamber. Thez motion is achieved by a vertical screw

thread which lifts the whole crystal mount, a set of externalbellows providing

vacuum integrity during the motion. This screw is driven by ageared electric

motor, as it takes a considerable time to raise and lower by hand. It may prove

necessary in the future for certain types of pump-probe experiment to motorise

the other two axes, in order to allow the sample to be automatically moved during

experiments so that fresh areas of adsorbate are exposed to the laser beam — see

section 6.4.1 for more details on this matter.



CHAPTER 3. EXPERIMENTAL DEVELOPMENT 69

Heating and Cooling

For studies involving many metal-adsorbate systems it is necessary to be able to

cool the sample to 100 K for the adsorbate to stick in an ordered layer, and to be

able to heat to 1550 K to remove oxygen from the sample. Singlecrystals to be

mounted in our chamber must first have 0.5 mm groves cut in the top and bottom

thin edges. This is done for us by Metal Crystals and Oxides (Harston, Cam-

bridgeshire) before the polishing process, which they alsoperform. The grooves

are lined with tantalum foil to improve thermal conductivity, then lengths of 0.38

mm Tungsten wire bent as shown in figure 3.25 are inserted. These wires both

support the crystal and heat it when a current is passed through each of them.

This arrangement, suggested by Yates [85][86, pages 504-5], has the advantage

that when the crystal is heated the two loops differentially remove any linear ex-

pansion which would force the wire from the slot, or cause thecrystal to tilt —

very important for laser work. Also, it removes the need to spot weld to the sam-

ple, which is difficult for ruthenium. The crystal is held by a slight spring tension

from the tungsten wires.

The tungsten wires are screwed onto copper blocks, which supply the heating

current. The copper block assembly is mounted on the end of a long steel reservoir

(“cold finger probe”) which can be filled with liquid nitrogenvia the funnel shown

uppermost on figure 3.22. This cold finger also mechanically connects the sample

mount to the top of the manipulator. The thermal connection between the left

and right copper block assemblies and the central copper block is achieved with

2 mm thick sapphire discs. This provides good thermal contact, whilst providing

complete electrical insulation. The thermal contact is improved further with a thin

piece of indium foil coating each side of each sapphire disc.This smooths out any

surface area imperfections. The heads of the screws connecting the outer copper

blocks to the central column are tightened onto countersunkceramic electrical
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Figure 3.25: Sample mount.

insulators. This is also all shown in a photograph in figure 3.26.

A chromel-alumel thermocouple junction is spot welded to the reverse side

of the sample. This was chosen as it is one of the few thermocouple types to

work over the large temperature range we use. It is connectedto a programmable

thermal controller (Eurotherm) which drives a 0–30 A power supply (Kenwood).

The thermal controller has an adaptive algorithm which can be used to tune the
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Figure 3.26: Photograph of sample mount and Ru{101̄0} crystal.

heating process so that it is more or less critically damped.With this arrangement,

a 30 A current can heat a 1 cm square by 4 mm thick sample to around 1450

K, and the sample can be cooled to a minimum of 95 K. An additional 10 A

power supply, connected in parallel, can be used to heat the sample to 1550 K,

which is necessary to remove oxygen from Ru{101̄0}. This must be used sparingly

though, as this temperature approaches the melting point ofthe thermocouple

(1650 K), and the weld supporting the junction may fail slightly below the melting

temperature. A typical heating and cooling curve is shown infigure 3.27. The

heating current shown in this is not constant, as it is not prudent to expose the

mounting system to the full 30 A of current from cold. The fastest linear ramp we

use is 4 Ks−1. The exact cooling and heating times may vary by± 5 minutes from

the time shown depending on the pressure exerted on the sample by the tungsten
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wires. The tungsten wires are much hotter than the crystal, so the high temperature

limit arises mainly fromT4 thermal radiation from the relatively large area of the

sample.
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Figure 3.27: Typical sample heating and cooling curve wrt. time. Heating

current not constant — see text.

The main disadvantage of this system is that the sample mounting tends to

settle after a couple of heatings, and the sample does not always end up perfectly

vertical; and small changes in the vertical tilt make a largedifference to the exit an-

gle of laser beams incident on the surface. After the initialsettling, the orientation

of the sample does not seem to alter significantly. Also, the copper blocks next to

the crystal restrict the laser beam geometry. An alternative was tried, similar to

that used by the Surface InfraRed Emission (SIRE) project inour group [87]: this

involved vertically mounted 3mm tungsten rods, which have been spark drilled

(with thanks to the Department of Engineering in the University) — see figure

3.28. In each of the two holes on each rod was inserted a short horizontal length

of tantalum rod, which is relatively easy to spot weld. To these two rods were

welded a vertical length of tungsten wire, which was then welded to the back of
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the sample, using tantalum foil as an interface. A pair of these tungsten/ tantalum

mounts was used, each being attached to copper blocks similar to those shown

in figure 3.25, thus putting the heating current across thesample. I performed a

computer simulation of this system, which iteratively models the nonlinear heat

flow. This was based upon the Pascal algorithm given in [87], but adapted for our

manipulator and Ru{101̄0} crystal, and rewritten in C. The simulation appeared to

give satisfactory heating and cooling times, but when the idea was built and tried

in situ, cooling times were impractically slow to enable coverage dependent stud-

ies to be undertaken in which many desorption cycles are needed; the idea was

abandoned.

Sample (rear)

W rod

W wire

Spark
drilled
holes

Ta foil

Ta rods

Heating current

Spot
welds

Figure 3.28: Alternative sample mount.
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Ion Sputter Gun

The top level of the chamber is fitted with an ion sputter gun. This is used to

clean a sample by removing a few layers of the top surface by bombardment with

argon ions. Bulk impurities may be removed by elevating the sample temperature

during sputtering, allowing them to diffuse to the surface for removal. Originally

a gun made by Physical Electronics was fitted, for which the chamber had to

be back filled with argon to a pressure of 10−5 mbar. It is possible to measure

the effectiveness of sputtering by directly measuring the electric current from the

sample to earth, this being proportional to the number of ions per second hitting

the sample. This was found to be negligible due to either a fault in the gun or

the controller, so the entire gun/ controller system has been recently replaced by

another. This gun (VSW Instruments AS10) is of a slightly different type, which

produces a low pressure argon plasma. It has a feedthrough allowing argon to be

directly fed through the gun, via a second dosing valve (as infigure 3.23). The

procedure is to turn on the hot cathode filament and the accelerating bias, then to

increase the chamber pressure with argon through this valveto ∼ 4 × 10−5 mbar

until an arc is struck; the filament emission current then rises, and the gas pressure

can then be reduced to about 1× 10−5 mbar. By measuring the drain current the

sample position and focus can be optimised. Up to 10µA of drain current has

been measured with this gun. After sputtering, a sample mustbe annealed at high

temperature to restore surface order. The cleaning recipe used for the Ru{101̄0}

sample is detailed in section 5.2.1.

Getter Source

The Getter source is used to deposit an ultra-thin layer of analkali metal on the

sample. This is useful in surface science as alkali metals act as promoters for

many catalytic reactions. We were originally intending to use this to study the
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effect of co-adsorbed alkali metals on the water photodissociation reaction de-

scribed in section 1.1.3. The source is quite simple, consisting of three wire loops

all at the central chamber level, in the position shown in figure 3.24. A 17 mm

long potassium metal dispenser (SAES Getters) is spotwelded across, linking one

loop to another, with the emission slot facing the sample. A second dispenser

is welded from the third loop to one of the other two, the latter now acting as a

common connection. When 6–7 A of current is put across eithersource, it glows

and potassium is emitted from the slot in the dispenser at a rate of a few mono-

layers per minute. Two dispensers are provided in case of burnout or exhaustion;

replacement involves dismantling the chamber and exposingto air. The connec-

tions are in the form of loops rather than straight wires, as the two terminations of

each loop can have 10 A of current passed through them to degasthe long wires.

A second source has recently been added, to dose caesium. This was built by us

by adapting an old titanium sublimation pump and does not have the degassing

loops.

3.2.3 Sample Characterisation

Detailed below are three main techniques available to us to study the cleanliness

and order of a sample.

Temperature Programmed Desorption

TPD is the process of ramping the temperature of a sample, andmonitoring the

desorbed species. This monitoring is performed with a quadrupole mass spec-

trometer (VG Quadrupoles Masstorr 200) which in our case is mounted at the

top level of the chamber. The controller unit generates a voltage which is pro-

portional to the partial pressure at the current set mass, and this voltage is fed

into a lock-in amplifer, used in this case as a simple analogue to digital converter.



76 CHAPTER 3. EXPERIMENTAL DEVELOPMENT

The lock-in amplifier is interfaced to a computer via an RS232serial connection.

The Eurotherm sample temperature controller described in section 3.2.2 is also

interfaced to this computer via the other RS232 port. The Eurotherm controller

is set up to provide a temperature ramp of a few degrees per second. A custom

written piece of software (written in the LabWindows CVI environment) is used

to plot the partial pressure of desorbed species versus temperature — this is the

TPD curve. The same piece of software is also used to monitor the background

pressure of a particular gas during dosing, and to calculatethe live integral of this

pressure with respect to time, this being proportional to the gas dose.

As the temperature of the sample increases, it becomes possible to break

surface-adsorbate bonds and so species are liberated from the surface, causing

a desorption peak in the TPD curve. As the vacuum chamber is being continu-

ously pumped, this peak also corresponds to the maximum desorption rate. The

fact that a peak is seen can be qualitatively explained as theresult of the com-

petition between the Arrhenius type desorption energeticsand the simultaneous

depletion of adsorbate.

The most useful piece of information for us which can be obtained from TPD

is the surface coverage. Providing a reference TPD curve is available for compar-

ison, the coverage,Θ, is given by

Θunknown=
area of TPD curve forΘunknown

area of TPD curve forΘknown
× Θknown.

This is also the principal day to day method we use to determine surface cleanli-

ness. A clean surface will have a certain maximum coverage, which will decrease

as adsorption sites are blocked by rogue “dirt” atoms. This comparison can be

qualitatively made by comparing the profile of TPD curves with known clean

curves from other workers for a given surface-adsorbate system.
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Low Energy Electron Diffraction

Low Energy Electron Diffraction (LEED) is a surface structure determination

technique in which electrons in the energy range of 20–1000 eV are elastically

back-scattered from the sample surface onto a phosphor screen to give a diffrac-

tion pattern representative of the structure of the metal-adsorbate system; see fig-

ure 3.29 for a schematic of our Varian system, at the top levelof the chamber.

These energies are chosen to obtain the correct de Broglie wavelengths for the

View
spots
through
opposite
window

electron beam

sample

phosphor
screen

electron
gun

grids

controller

Figure 3.29: Schematic of our LEED system.

interatomic spacings typically found at surfaces. A seriesof grids in front of the

screen are biased so that only elastically scattered electrons are allowed on to the

screen. The screen, on which the diffraction spots appear green on a black back-

ground, may be viewed by eye from the opposite chamber window, or may be

photographed by conventional or electronic means. Dedicated LEED chambers,

such as are available elsewhere in our group, use a digital monitoring system, from

which surface structures and bond angles are determined using a complex compu-

tational algorithm. For the simple molecules in this study,a visual interpretation



78 CHAPTER 3. EXPERIMENTAL DEVELOPMENT

of adsorbate spots manifesting themselves between the surface spots is sufficient;

and at the very least allows comparison with the work of others. For more details

of the concepts of LEED see, for example, [88, section 2.3].

Auger Electron Spectroscopy

An electron incident on an atom may cause the emission of a core electron. The

hole left by this process may then be filled by an electron of lower binding energy.

This electron is known as the “down” electron. The transition of the down electron

releases energy which may liberate an electron from a still lower bound state into

the vacuum. This third electron is known as the Auger electron, after its discoverer

Pierre Auger. This scheme is shown in figure 3.30. From the arrangement given

in this diagram, the kinetic energy,T, of the Auger electron is given by

T = EK − EL − EM − φ.

Thus the kinetic energy of the Auger electron is independentof the incident elec-

tron energy, and is just a function of the electronic structure of the adsorbate,

so AES can be used to identify particular elements on particular surfaces with a

unique “fingerprint” [89]. In fact, the differentiated electron spectrum,dN/dE, is

usually plotted, as this tends to make the Auger peaks clearer. Auger spectroscopy

can identify impurities present on a surface, so can be used to check surface clean-

liness by comparison with spectra known to be clean.

Our Auger system is made by Varian and the electron gun is driven by the same

power supply as the LEED system. The electrons are detected by a hemispherical

analyser which acts as a monochromator. The electrons entervia a small hole and

pass between two hemispherical plates, which have a variable potential difference

across them. Only electrons in a certain energy range can traverse the curved path

between the plates and emerge. These are detected by a channeltron detector. We
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Figure 3.30: The Auger effect. In the left hand panel, an incident electron (1)

from a gun removes a core electron (2). In the central panel an electron (the

“down” electron) from an outer level (3) moves to occupy the hole left by this

process. In the right hand panel, the energy released by the down electron

causes an Auger electron (4) from a still further-out level to be liberated at a

kinetic energy T.

use an external 1 KHz oscillator to modulate the potential ofthe sample, with the

lock-in amplifier in phase sensitive detection mode to reduce experimental noise.

The spectrum is obtained by setting the analyser controllerto scan a spectrum,

whilst recording the output from the lock-in using the same software as used for

TPD measurements. The analyser is mounted on a two dimensional gimbal sys-

tem, operated by external drive knobs, internal goniometers being visible through

a window on the chamber. This allows exact positioning of theanalyser around

the sample for angular dependent studies.
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3.3 The Complete Spectrometer

3.3.1 Overview

Practical Constraints

This section describes how the laser system and UHV chamber have been com-

bined to make the time resolved surface SFG spectrometer. The initial hurdle was

that the main laser table and the UHV chamber have a physical gap between them

in the lab of nearly a metre. This unfortunately cannot be altered as this is the

only practical route to the fire exit of the lab: both the lasersystem and UHV

chamber have many pipes and cables at their rears connectingthem to departmen-

tal services. Also, the UHV chamber’s central level is around 1.43 m from the

ground, presenting another safety issue — the laser beams must enter and exit the

vacuum chamber at roughly human eye level. The first priorityin setting up this

experiment was the safe and practical entry and exit of laserbeams to and from

the vacuum chamber. The original plan, as used for the previous laser desorption

experiments on benzene/Pt{111} and those in Appendix A, was to use a periscope

on the main laser table to directly aim the beam into the chamber across the gap. It

was clear that, aside from the obvious safety issues, it would be nearly impossible

to spatially and temporally overlap two or maybe three beamsof a few hundred

microns diameter on a crystal in vacuo, with the final turningmirrors over one

metre away.

To overcome this I designed a custom laser table and commissioned the de-

partmental workshops to construct it such that it fitted around the UHV chamber

and allowed the final alignment to be done much closer to the sample. The origi-

nal working diagram for the surface plan of this table is given as figure 3.31. It is

made of aluminium and is covered in an inch grid of M6 threadedholes. The table

is mounted on a light box section steel frame, with three 60 cmhigh legs which
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sit on and are bolted to the lower mounting platform of the UHVchamber system.

It is also supported nearer the chamber by a screw thread which comes out of the

cold trap on the large diffusion pump. This threaded rod is passed through a spe-

cially drilled hole on the table and nuts and washers are usedto secure the table

to the trap. This table has proven to be an essential keystoneof the whole experi-

ment, and any initial fears about stability or vibration from the pumps have proven

to be unfounded. All the final alignment optics are on the chamber mounted opti-

cal table. The table and all the optics on it are removed from the chamber prior to

a bakeout.

Figure 3.31: The custom optical table mounted around the UHV chamber. To

scale.

In practice it was found to be much simpler not to have the periscopes to raise

the beam to window height mounted on this table, so the beams do still travel

across the lab gap at window height. We have overcome this safety issue by
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putting a wooden platform between the main laser table and chamber to raiseour

height well above that of the beams — this also makes adjustment to the optics on

the still relatively high UHV laser table much more comfortable. Furthermore, a

mechanical shutter which covers all beam paths from the periscopes on the main

table is used to block beams when they are not needed and all non-used windows

on the chamber are covered with black plastic caps. A black and white CCD

camera with a Cosmicar-Pentax zoom lens is used to view the beams incident on

the sample safely through window (D) in figure 3.24 via a framegrabber card and

a computer screen. The number of lost pixels on the CCD camerato date shows

the prudence of this measure.

Optical Layout

The experimental arrangement described here is suitable for performing spectrally

resolved SF measurements and time resolved SF free induction decay measure-

ments, as these techniques form the bulk of the recent work and the main results

presented in this thesis. Alternative beam paths for various types of pump-probe

and photon echo experiments are given in chapter 6.

Figure 3.32 shows in detail the optical paths from the regenerative amplifier

to the edge of the main table, with the periscopes on the righttaking the beams

across to the UHV mounted optical table. The output from the TSA is split by

the vertically mounted beamsplitter shown in the insert. The OPA requires 2 mJ

of energy per pulse, so given the output of the TSA changes from day to day and

ultimately decreases as the flash lamps in the Nd:YAG pump laser wear out, some

form of energy “balance” control is needed to divert varyingamounts of energy

to the OPA. This is acheived with a combination of this beamsplitter and the three

half wave plates (a), (b) and (c). The beamsplitter is coatedfor optimal reflection

at a certain polarisation, so by changing the polarisation with half-wave plate (a)
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before the beamsplitter, it is possible to vary the amount transmitted and reflected.

Half wave plates (b) and (c) allow the polarisation to be corrected back to the

original horizontal polarisation. This works well for day to day fluctuations in the

output of the TSA, but cannot make up the difference between worn and brand

new flash lamps, so two different beamsplitters are available with their reflectiv-

ities (R = 30%) optimised fors or p-polarisation and so can be changed as the

flashlamps age.

Two mirrors are used to steer the beam into the OPA. Two energymeter heads

(Scientec) are available, one to measure the input to the OPA, and a more sensi-

tive head to measure the IR output. A “flipper” mirror (Newport Optics) is placed

in the OPA output path, and this can be sprung up into the beam path repro-

ducibly when needed to reflect the beam into the energy meter head. Near the

OPA the signal, idler and IR are not that well spatially separated so a filter (Uni-

versity of Reading Thin Films Laboratory) is usually inserted before the meter to

remove the signal and idler. The mirrors in the IR beam periscope are rectangu-

lar (50×30×12.5 mm) substrates coated with gold by CVI Technical Optics Ltd.

The rectangular substrate gives a greater range of beam angles without moving

the periscope. The VIS beam passes into the pulse shaper, as described in section

3.1.5, via two mirrors and two irises, (e) and (f), at an elevated height, gained

from the post TSA periscope. The irises allow for reproducible alignment into

the pulse shaper. Following the pulse shaper, the beam passes past another flipper

mirror which is used to send the beam into the FROG (section 4.2) for alignment

purposes when needed. It passes out of the pulse shaper at a slightly lower height

via the square pick-off mirror. It then passes onto a translation stage to allow the

IR and VIS pulses to be overlapped temporally or delayed as required. The trans-

lation stage is a combination of a computer controlled stage(Aerotech, see section

3.3.3) of range 25 cm, and on this mounted a manual micrometerdriven transla-
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Figure 3.32: Optical paths on the main optical table. See text for explanation.

The pulse shaper is shown in more detail in figure 3.19.
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tion stage (range 25 mm). The beam then passes via one turningmirror onto the

exit periscope. All 800 nm mirrors are made by CVI Technical Optics, and are

coated to their TLM1 thin layer dielectric ultrafast specification. All 800 nm mir-

ror substrates, with the exception of the square shaper pick-off mirror, are 1 inch

circular BK7 glass.

The two beams then pass across to the chamber mounted opticaltable, figure

3.33. Irises (j), (k), (l) and (m) are provided for day to day alignment repro-

ducibility. A holder is placed in the IR path for a chemical containing infrared

transmissive cell for wavelength calibration, see section3.3.4. A holder for a 10%

neutral density filter is in the VIS path to attenuate the power when needed; for ex-

ample when the narrowing slit is removed for time resolved free induction decays

the fluence from the VIS path might well ablate the sample surface when focused

down. When attenuation is not required a 4 mm thick borosilicate glass plate is

inserted in its place to keep the path lengths equal. A pair ofconvex/ concave

lenses are in the VIS path, one on a translation stage, which together act as a vari-

able telescope to vary the 800 nm spot size, so that the VIS andIR spot sizes can

be made approximately equal for efficient SF production, given they both have to

pass through the final MgF2 lens which has a chromatic aberration.

After a pair of final turning mirrors (IR mirror is gold and rectangular exactly

like the periscope mirrors), the beams then pass into the chamber via a CaF2 lens

of focal length 25 cm (which is on a manual translation stage and optical rail to

change the focal spot size), the MgF2 window (A) and finally onto the sample.

The beams are angularly separated as much as possible given the size of the MgF2

window. The IR beam is at 84◦ to the surface normal, and the VIS is at 80◦; which

from equation 2.26, the SF direction is 81◦, or −81◦ on reflection. Orthogonal

to this arrangement on the table is a non-vacuo replica of thelens and window

system, with a LiIO3 crystal (φ = 0◦, θ = 20.3◦) replacing the metal sample.
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The beam can be passed through this alternative path with flipper mirror (h). This

mirror must catch both VIS and IR beams at a relatively large diverging angle, and

is a microscope slide coated with evaporated gold (with thanks to Frank Lee at the

Cavendish Laboratory). The relatively thick (1 mm) LiIO3 crystal is efficient at

producing the visible sum frequency of the IR and VIS. To obtain spatial overlap,

the LiIO3 crystal can be replaced by an iris, and then a 150µm pin hole through

which both beams must pass — the VIS beam being detected with afluorescent

card and the IR with a sensitive energy meter connected to an oscilloscope. The

pin-hole mount is on a lateral optical rail, a transverse translation stage, and a

screw driven height control for accurate positioning. Temporal overlap is achieved

by watching for the SF light in the LiIO3 crystal. The direction of the SF beam can

be marked on a white card placed at a∼ 1 m distance on the main optical table.

If the pin-hole is then replaced, a low power Helium Neon laser can be aligned

exactly along the SF path by flipping up flipper mirror (i). When the flipper mirror

(h) is flipped down, the VIS, IR and HeNe beams will pass into the chamber

and the HeNe path should reproduce the SF exit path from the metal surface.

The overlap of the two visible beams on the surface can be checked by the CCD

camera. The HeNe beam is then aligned into the spectrograph via two turning

mirrors (broadband dielectric, CVI). A 100 mm focal length lens is used to focus

the beam into the spectrograph. Three notch filters remove any trace of the 800 nm

beam, which is spatially close to the SF/HeNe path. We estimate, by use of pin

holes and irises on the benchtop beampath, that the spot sizeon the surface is

around 300µm. The alignment procedure is described in detail in section3.3.4.
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3.3.2 Optical Detection

Spectrograph

Our imaging spectrograph is made by Acton (SpectraPro 300i)and has a 0.3 m

internal path length in a Czerny-Turner configuration. It isfitted with two gratings

of 600 and 1800 grooves per mm, on a selectable turret. It is controlled via an

RS232 serial connection to a PC, and comes with custom control software. A

mirror diverts the incoming beam at right angles, such that the spectrum emerges

perpendicularly to the incoming beam. A micrometer driven variable width entry

slit is provided.

The ICCD

We have an Intensified Charge Coupled Device (Andor i-Star) as our detector.

This is bolted onto the spectrograph perpendicular to the incoming beam path.

Inside the i-Star is a cooled CCD chip and a Gated Image Intensifier. The CCD

has 256 rows and 1024 columns of pixels, the rows running in the direction of

the spectrum. The data from the CCD can be read either as an image, or by

“binning” whole columns on chip, or by taking just a thin strip of rows. Binning

a whole strip increases the signal, whilst selecting a thin strip of rows reduces

extraneous optical noise. Horizontal binning is also available to increase signal

and acquisition times, whilst reducing spectral resolution. The CCD can be cooled

to reduce noise to -25◦ C via a peltier element which is in turn externally water

cooled.

The image intensifier is of asecond generation tubetype. Photons enter the

intensifier and fall on a photocathode, which then liberateselectrons. The elec-

trons cross a small gap under an electric field and enter amicrochannel plate,

which is a thin disc of honeycombed glass, each channel beingresistively coated.
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The electrons cascade along each channel under a large electric field and produce

many secondary electrons along the way. The electrons then strike a phosphor

plate which re-emits photons for detection by the CCD. This cascade of electrons

can amplify the light by a factor of up to 104. The high electric field ensures little

transverse movement of the electrons, thus preserving the integrity of the spectral

information. By pulsing the electric field, the intensifier can be gated and acts

as a shutter. By selecting the opening and closing times of this gate with respect

to the laser pulse trigger, non-laser ambient optical noisecan be significantly re-

duced. We use the Nd:YAG laser Q-switching signal as a trigger. The gate has a

minimum width of 1.2 ns, though this does depend on the user variable intensifier

gain. We typically use gate widths of 10–20 ns.

The i-Star connects to a custom PCI card mounted in a PC, and issupplied with

comprehensive control software. This software is capable of setting up the CCD,

gating and cooling, of gathering data, and of directly controlling the spectrograph.

Perhaps the most powerful feature of this software is the built in Andor BASIC

programming language which can control acquisitions and beused to drive ex-

ternal devices and programs. This language is used to automate free induction

decay and pump-probe experiments as described in section 3.3.3. The software

allows spectra to be accumulated over many laser pulses, andfor a photon count-

ing threshold to be set: the user can set a level below which lightis not to be

counted, thus reducing background noise. Also, a background subtraction mode

is available. An infrared remote control allows simple one person operation.

Calibration

The i-Star software permits calibration by allowing the user to specify known

spectral lines. It then fits a polynomial which it uses in subsequent acquisitions

to generate the frequency axis based upon the spectrograph settings. We use a



90 CHAPTER 3. EXPERIMENTAL DEVELOPMENT

neon discharge lamp (UVP Ltd) to calibrate the i-Star and spectrograph as neon

has several spectral lines around 690 nm where the 5µm and 800 nm SF lies. As

a further check, we can also insert a chemical cell in the IR path, and observe an

absorption dip in the SF spectrum corresponding to the IR absorption position —

see section 3.3.4.

3.3.3 Computer Control

We have two stepper motor driven translation stages. The largest is made by

Aerotech, and has a 1µm resolution — 10µm corresponds to 66 fs in time (1µm

of stage movement extends the beam path length by 2µm in the configuration

shown in figure 3.32). This has a separate controller box (Unidex 100) which

contains a sophisticated programmable microcontroller. This is in turn controlled

via a RS232 connection to a PC. The Andor BASIC language has facilities for

sending ASCII data to an RS232 port.

The smaller stage, used to delay a third pump beam with respect to the VIS

and IR beams is made by Standa and has a resolution of 0.5µm. It is directly

controlled via a PCI type card mounted in a PC. This card, if used for custom

applications, must be driven at a very low level by writing tothe computer’s in-

ternal I/O ports. Although Andor BASIC claims to have low level port control, I

have not been successful in controlling it in this way, so to drive it I have written

an external C program, which is then called by the Andor BASICprogram. The

Standa stage driver program is given as Appendix B.

I have written Andor BASIC programs to just move the two stages (with no

spectra taken), in order to find temporal overlaps, and otherAndor BASIC pro-

grams to take surface autocorrelations (chapter 4), free induction decays (chapter

5) and pump-probe data (chapter 6). These are given in Appendix C.
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3.3.4 Alignment Procedure

Development of the Procedure

The development of the complex daily alignment procedure has taken some time

to perfect, but is now such that it can be done in perhaps a couple of hours. Along

the way several schemes were tried, and each contributed in some way to the final

solution.

The main hurdle in this problem was how to overlap two very small beams in

both space and time,in vacuo, one of which is invisible to the naked eye. Addi-

tionally, given the length of the beampaths, the stability of the laser system, the

fact that the sample must be moved in the chamber for cleaningand characterisa-

tion and the complexity of the overall experiment, it was clear that this alignment

would have to be repeated each day.

We started with the LiIO3 crystal, mounted on the main laser table, with the

IR beam and a VIS beam directly from the TSA. The beam paths were measured

with a tape measure until they were roughly equal. Given the fact that it was

impossible for us to see the IR beam by eye, we used an energy meter to detect

its presence. By replacing the LiIO3 crystal with an iris, and later a pin-hole, we

found a way to ensure the VIS and IR paths crossed in space. We then used our

portable 0.125 m spectrograph and line-CCD (Linespec) to detect the SF in this

crystal, then optimised the temporal and spatial overlap until we could see it by

eye. Eventually the Linespec was not needed as we could see the red SF spot more

or less immediately as we improved the geometry.

Then we tried with a piece of (undoped) Gallium Arsenide wafer (with thanks

to Frank Lee at the Semiconductor Physics Group) as GaAs has been used in re-

flection in the past to align nonlinear optical surface experiments, see for example

[90]. It has very high surface and bulkχ(2). This small crystal, 5 mm square,
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was glued to a glass mirror substrate and placed in a rotatable mount. The next

problem to address was where to place the detector. This was solved by repeating

the setup of the LiIO3 crystal path, and following the SF direction with a HeNe

laser, then flipping the beam paths in the direction of the GaAs wafer, and aligning

the spectrograph along the direction of the HeNe path. In this way we found our

first surface SF signal from GaAs. We later briefly mounted a piece of GaAs on

the reverse of our chamber mounted sample for alignment purposes. Meanwhile,

we also successfully obtained bench-top SF signals from a gold coated mirror,

but tried a Palladium crystal without success. SF and DF (difference frequency)

signals from the GaAs and gold surfaces are shown in figure 3.34.

4600 4800 5000 5200 5400 5600 5800 6000

Wavelength / A 
O

DFG GaAs
SFG GaAs
DFG Gold
SFG Gold

Figure 3.34: SF and DF signals from GaAs and gold samples.

We then transferred this geometry on to the chamber mounted optical table.

Lens focal lengths were estimated with computer simulations of Gaussian beams

to obtain the smallest spot size possible. At this time the chamber was fitted with

the Pt{111} sample which had been used for the benzene desorption experiments.

We were unsuccesful in getting an SF signal from this; since it has become clear
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that the lowχ(2) of Pt at these wavelengths could be a problem — see section 6.4.1.

We had purchased a Ru{101̄0} crystal for the water catalysis project, so we tried

this whilst our Pt{111} crystal was being re-polished. As the original plan with

the water catalysis project was to study the effect of co-adsorbed alkali metals we

used the Getter source to deposit a thin layer of potassium onthe surface, and

we suddenly obtained a large SF signal. The reasons for this are discussed in

detail in the next chapter in section 4.3.5. Once the alignment was optimised, a

clean surface Ru{101̄0} SF signal was seen after the K layer had been heated off.

The use of an alkali metal layer is the cornerstone of the alignment procedure,

and from this we have developed a method of characterising our entire system in

vacuo — see section 4.3.1.

Day to Day Alignment

The laser is aligned as described in section 3.1. An energy meter is placed in

the OPA pump beam path and half wave plate (a) is rotated until2 mJ registers.

Then the polarisation is corrected by inserting a BBO frequency doubling crystal

optimised for horizontal polarisation into each beam path in turn and optimising

for maximum blue light whilst adjusting half wave plates (b)and (c). Two mirrors,

in conjunction with external iris (d) and the two internal OPA irises A1 and A2,

are used to steer the pump into the OPA. Fine adjustment is done by inserting

the energy meter to measure the OPA output via the flipper mirror. Occasionally

it is wise to reset the internal motors of the OPA via the control software. Half

wave plate (b) and the TSA compressor can also be optimised atthis stage by

maximising the energy output of the OPA.

The incoming beam to the pulse shaper is steered so that it is centred on irises

(e) and (f). The slit is removed, and the neutral density filter inserted on the

chamber table to protect the sample. The pulse shaper can then be occasionally
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checked for optimisation by comparing the incoming and outgoing FROG traces

— see section 3.1.5. The VIS beam is then centred on irises (l)and (m).

If the alignment is very poor, or if a new set up is being trialled, then it is usual

to initially perform the IR alignment with the signal beam from the OPA, as this

has an accompanying visible harmonic, and at 1.4µm is still visible on our IR

viewing card. The SF of the signal and the VIS appears green inthe LiIO3 crystal.

In general the IR beam is aligned through irises (j) and (k) byplacing an

energy meter head behind them, directly connected to an oscilloscope for easily

visible feedback. An iris is placed in the LiIO3 crystal position and the IR beam is

steered through the iris, again checking with the energy meter. The iris is replaced

by the 150µm pin-hole and the alignment is optimised. The VIS beam is then

aligned through the pin-hole. The pin-hole is replaced by the LiIO3 crystal, and

the temporal overlap is adjusted until the red spot of the SF light is seen. The spot

is allowed to travel to the far field on the main optical table,where its position

is marked on a white card. The pin-hole then replaces the LiIO3 crystal and the

HeNe laser is steered so it passes through the pin-hole and onto the spot marked

on the card.

At this stage, potassium is dosed onto the metal sample. We usually dose for 1

minute at 7 A current, but this is not critical as long as a multilayer is dosed — see

chapter 4 for more details. The sample is then returned to thenormal experimental

orientation.

Flipper mirror (h) is then sprung up so that all three beams travel into the

chamber. The CCD camera is used to observe the spatial overlap on the crystal.

Given all three beams are overlapped in the pin-hole, then providing the two ob-

servable beams (VIS and HeNe) are overlapped on the surface,one can be sure

the IR is overlapped there too. If this is not the case, the twoobservable beams are

overlapped on the surface, and the pin-hole position is changed to the new overlap
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position. The IR is realigned through the pin-hole and the procedure is iterated

until the pin-hole and surface overlaps agree. It should be noted that the HeNe

flipper mirror (i) does actually block the IR beam and most of the VIS beam, so it

has to be alternately sprung up and down during alignment.

The HeNe beam is steered into the spectrograph entry slit, which is open to

about 150µm. The grating in the spectrograph is then set to zero order, and the

profile of the zero order light is observed in real time by the pre-cooled i-Star

set to full vertical binning mode. The HeNe beam is optimisedso that it enters

exactly in the centre of the ICCD and is symmetric. The spectrograph entry slit is

gradually closed until it begins to attenuate the signal, whilst optimising the input

direction. The 800 nm filters are removed temporarily and thespectrograph set to

800 nm. The i-Star gate delay and width are then optimised so that the VIS beam

is just detectable, to cut out any non-laser optical noise. Aspectrum may then be

taken of the VIS beam.

The spectrograph is then set so that the SF signal will appearin the centre

(usually 690 nm), and the slit is opened wide again. The gain is turned up, the

800 nm filters reinserted, the HeNe is turned off and flipper mirror (i) is sprung

down. Whilst observing the i-Star spectrum, the final IR turning mirror is slightly

tweaked until the SF signal is seen from the K covered surface. Empirically we

have found it to be most efficient to adjust the horizontal direction first. The

signal is optimised by iteratively tweaking the IR and VIS final tuning mirrors,

the temporal delay, the CaF2 lens distance from the sample, the VIS beam size

via the telescope, the VIS polarisation via half wave place (c), the mirrors leading

into the spectrograph and the sample position. Usually thiswill saturate the i-Star

if the 600 g/mm grating is used and horizontal binning is set to 8 pixels per bin.

Such a spectrum is shown in the next chapter as figure 4.8.

The i-Star is set to full imaging mode and the image of the spectrum is ob-
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served on the screen. The final lens into the spectrograph is then moved back

and forth until the vertically narrowest spectrum is seen, and the entry slit width

reduced until the signal is just attenuated. The centre and width in pixels of this

band are noted, and the i-Star is set up only to record pixels within this band to

cut out extraneous noise. Usually the beam path from the chamber exit window to

the spectrograph is then covered with a black cloth.

Next the narrowing slit is put in the pulse shaper. The slit width is set with

the micrometer to a value determined by the system characterisation, see section

4.3.3. An energy meter is placed at the exit of the pulse shaper, and the lateral slit

position is optimised to give maximum energy — this ensures reproducibility of

slit insertion. The neutral density filter in the VIS path is replaced by the glass

plate as attenuation is no longer required. A few thousand counts per shot should

still be visible on the 600 g/mm grating. A chemical cell is then inserted in the

IR beam path. For studies on CO we use 10 mmol of W(CO)6 in CHCl3 — see

chapter 5 for more details. The temporal delay is then re-optimised whilst watch-

ing the i-Star spectrum as the cell increases the IR path length by about 2 mm.

The i-Star is then set to accumulate, and a cell spectrum is taken for calibration

purposes, for examples see chapter 5. If the higher resolution of the 1800 g/mm

grating is required, with 8 pixels per bin horizontal binning, and full gain, 5µJ of

IR should give up to 6× 104 counts per shot. The cell is then removed and the

temporal delay returned to normal.

The potassium layer may then be heated off and adsorbates dosed as required.

The system is now set up for frequency resolved experiments.For time resolved

free induction decays, the pulse shaper slit is removed, andthe neutral density

filter re-inserted. We have previously found that∼ 100µJ of the 800 nm beam

focused to∼ 200µm does not cause surface ablation, whereas without the slit

present there may be up to 1 mJ focused onto the surface with nofilter present.



Chapter 4

Characterisation of UltraFast Pulses

When making measurements upon any physical system, it is necessary to have

all tools characterised and calibrated before accurate data can be taken. This is

no different with an ultrafast laser system. The experimental design described in

the previous chapter can be considered as a measuring instrument, and it has been

necessary to probe the properties of this instrument beforemeaningful chemical

experiments could be performed.

The commercial laser system needs to be characterised on a day to day basis,

and this is described in section 4.1. This applies equally tothe infrared from

the OPA and the narrowed 800 nm light from the pulse shaper. And ultimately the

spectral and temporal resolution of the experiment as a whole must be determined.

This chapter describes the traditional methods used to characterise each stage,

plus an original methodology for characterising the properties of the laser beams

in vacuo [91].

97
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4.1 Laser System Parameters

4.1.1 Pulse Energy, Fluence and Spatial Beam Profile

Pulse energy is easily determined using a commercial energymeter (Scientec).

If a fluence measurement (energy per pulse per unit area) is required, the beam

area can be estimated by aiming the beam via a neutral densityfilter at a CCD

camera of known pixel size. Qualitatively the beam profile should be Gaussian,

corresponding to a TEM00 cavity mode.

4.1.2 Spectral and Temporal Profile

Spectrum

The spectrum of our femtosecond oscillator is determined with a commercial

spectral analyser which uses a rotating diffraction grating and detector to pro-

vide a real time beam spectrum. However the amplification system will introduce

changes to this spectrum, so it is prudent to check the spectrum again at further

stages in the system. We use a ‘LineSpec’ single row CCD system attached to a

0.125 m spectrograph, and for more accurate and sensitive measurements we have

the Andor i-Star system and 0.3 m spectrograph as described in section 3.3.2, nor-

mally used as the experimental detector. See also FROG, section 4.2, below.

Temporal Width

The temporal width of a laser system is usually measured withan autocorrela-

tor. We have recently acquired a commercial autocorrelator(see section 4.1.4

below) for day to day alignment, but in the past we have built temporary autocor-

relators when needed from standard optical components. With any measurement

technique in science, a quantity is usually measured by comparing it with some
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standard of comparable magnitude. With a pulse duration of the order of 150 fs

this would prove impossible to find. The technique of autocorrelation performs

the temporal measurement by comparing the beam withitself, see figure 4.1. A

beam is first divided up into two components using a beam splitter. One of the

beams is allowed to travel further along the bench, via a variable delay stage, thus

delaying the pulses with respect to the other beam. The two beams are then re-

combined by passing in a non-colinear arrangement through anonlinear frequency

doubling crystal, such as BBO or KDP. Each of the beams is separately doubled

in the crystal, but when both pulses arrive at the same time, asecond order non-

linear process occurs in which a photon from each beam is combined to give the

a third beam spatially bisecting the straight-through beampaths, as described on

page 22. This is the sum frequency of two identical beams. If adetector is placed

in a position such that it only detects this third central beam, then by plotting the

measured intensity as a function of beam delay time an autocorrelation trace can

be acquired. In practice this is done by taking the output from the Linespec CCD

and feeding it into an oscilloscope, where it is frequency integrated and read into

a custom written computer program. This program also controls the delay stage

and produces a pairwise data file of time delay and intensity.A Gaussian or secant

function (depending on the assumed pulse shape) can be fittedto this data, and the

FWHM temporal width can be obtained.

The electric field of the SFG, with respect to time delayτ, will be

ESFG(t, τ) ∝ E(t)E(t − τ),

and the intensity, when integrated over time by the detector, will be

A(2)(τ) =
∫ ∞

−∞
I (t)I (t − τ)dt.

In other words, the temporal profile of the beam is convolved with itself.

This means that the autocorrelation will be broader than thetrue temporal pro-
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file. Thus in order to extract the FWHM of the pulse width, an assumption must

be made about the mathematical form of the temporal profile. For a Gaussian, this

means that the width of the autocorrelation must be divided by
√

2 to obtain the

pulsewidth (FWHM). Of course, real beams are not always easily represented by

a simple mathematical function.

The temporal profile can also be more successfully measured by FROG, see

section 4.2 below. This also allows the phase and intensity of the electric field to

be reconstructed.

Beam-
splitter

Beam-
splitter

delay line

BBO
Crystal

incoming beam

detector

Figure 4.1: An autocorrelator setup.

Time-Bandwidth Product

In general, temporal width and spectral width should be related by a simple recip-

rocal relationship. The quantity time-bandwidth product is defined, as the name

suggests, by the product of the temporal pulse width with thespectral pulse width.



CHAPTER 4. CHARACTERISATION OF ULTRAFAST PULSES 101

The value of this quantity gives some measure of the ‘complexity’ of the pulse

shape; the greater the value, the more complex. For example,a square wave,

which contains many Fourier components, has a time-bandwidth product of 1.

The time-bandwidth products for various pulse shapes are given in table 4.1

below.

Function Time-Bandwidth Product

Square 1

Gaussian 0.441

Hyperbolic Secant 0.315

Lorentzian 0.221

Table 4.1: Time-bandwidth products for various pulse shapes.

4.1.3 Chirp

Chirp is a variation in frequency with time (temporal chirp), or a frequency vari-

ation over the spatial width of the pulse (spatial chirp). The term arises from an

audio analogy; if for example the pitch of a bird’s song were to steadily increase

or decrease during its call, then this would make a ‘chirping’ sound. Chirp can

be introduced by misaligned components, especially in the frequency domain sec-

tions of the regenerative amplifier where different components of the spectrum

pass over different path lengths — indeed this is the principle of operation of our

CPA amplifier (section 3.1.3). The chirp introduced by the amplification process

should be removed in the compressor stage, but misalignmentoften means this is

not the case. Chirp is undesirable for many reasons. The OPA does not function

efficiently with chirped pulses. Also, if the frequency of pulses involved in time

resolved SFG varies with time, then recorded spectra will shift as the time delay
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is varied, which may mask any genuine chemical effect present. Chirp is best

measured with FROG, as described in section 4.2 below.

4.1.4 Pulse Front Tilt

Pulse front tilt is where thephase front(line of common phase) is tilted with

respect to the normal of the direction of wave propagation, see figure 4.1.4. Such

a pulse tilt is commonly introduced by a misalignment in the compressor part of

the regenerative amplifier. For most purposes, such a tilt isof no great importance,

but the performance of the Light Conversion OPA we use is significantly affected

by tilt. With this in mind, a special autocorrelator was designed and constructed

to measure pulse tilt, which is described in detail in my end of first year report

[44]. It consisted of a very similar arrangement to the standard autocorrelator,

Phase front

intensity front

Direction of propagation

Figure 4.2: Pulse tilt.

with the exception that one of the two paths passed though an odd number of

mirrors. This has the effect of spatially inverting the beam, and hence inverting

the pulse tilt if present. Now when the two beams are recombined any tilt should
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a

b

Figure 4.3: Measuring pulse tilt: phasefronts are shown, a and b are delayed

in time wrt. each other.

manifest itself as a sideways movement of the autocorrelation beam with changing

time delay (figure 4.3). This is because a pulse tilt will effectively ‘resolve’ any

change in temporal delay along the axis of propagation into lateral motion of the

point of overlap, and hence into motion of the sum frequency beam. Whilst this

worked well, it was difficult to set up with sufficient accuracy each time it was

needed and eventually we were able to purchase a commercial unit from Light

Conversion. This works in a similar manner, but is in effect ‘solid state’ with no

temporal scanning required. This is achieved by having the wide beams cross at

different angles with respect to the azimuth of the doubling crystal; this maps the

temporal delay to the spatial width of the line projected, giving a literal image of

the pulse width. The pulse tilt is directly represented by the tilt of the projected
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line. For more details of this temporal to spatial mapping, see the section on

FROG (4.2). Such a direct read out gives immediate feedback during alignment

of the regenerative amplifier, thus ensuring optimal OPA performance.

4.2 Frequency Resolved Optical Gating

FROG is a relatively new technique, developed by Rick Trebino amongst oth-

ers [92]. A FROG trace contains information about how the spectrum of a pulse

varies along the timespan of the pulse. An analogy for this isthat of a musical

score. This shows the notes (frequencies) of a musical piecewith respect to the

duration of the piece. This information can be used to diagnose laser problems,

for example, a chirped pulse (section 4.1.3) would have a steady increase or de-

crease of frequency with respect to time. One way to measure this is to set up an

autocorrelator as in section 4.1.2, and record the entire spectrum at each time de-

lay rather than integrating it. These data can then be plotted as a two dimensional

trace, plotting frequency versus time. The additional frequency dimension can be

used to reconstruct the electric field of the pulse.

The temporal scanning method has several disadvantages, principally that it

takes a long time, and it assumes that each successive pulse is identical, and thus

meaningful to the overall trace. It would be much better to taken an entire FROG

trace in one shot, and the commercial FROG we use in our lab,GRENOUILLE,

does just that — and has no moving parts [93, 94].

Like the commercial pulse tilt autocorrelator we use, theGRENOUILLEsplits

a beam elongated by a cylindrical lens up into two parts and crosses them at an

angle in a nonlinear doubling crystal (figure 4.4) which mapsor resolves the tem-

poral profile of the beam on to a spatial direction. The splitting is done using a

Fresnel biprism. The spectral dimension of the FROG trace isobtained by using a
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thick nonlinear crystal. As described in section 2.2.1, beams in a nonlinear crys-

tal are subject to a phase matching constraint upon their entry angles to conserve

photon momentum. The thick crystal has a relatively small phase-matching band-

width, so the phase-matched wavelength produced by it varies with angle. Thus

the nonlinear crystal acts as a spectrograph in the plane orthogonal to the arrange-

ment shown in figure 4.4. Finally, the two dimensional FROG pattern is imaged

with a CCD camera and read into a computer.

Non Linear Crystal

Pulse 1

Pulse 2

Pulse 1 arrives
before Pulse 2

Pulse 2 arrives
before Pulse 1

Arrive together

Time projected 
along this axis

To 
CCD

(spectrum generated
by thick NL crystal
in plane normal
to the paper)

Figure 4.4: How the GRENOUILLE FROG maps time on to a spatial direction.

This two dimensional SHG FROG trace is mathematically represented by

IFROG(ω, τ) =
∣
∣
∣
∣
∣

∫ ∞

−∞
E(t)E(t − τ) exp(−iωt)dt

∣
∣
∣
∣
∣

2

which is the Fourier transform of the electric field intensity gated (convolved) with

itself. The computer program must therefore invert this equation to recover the

electric field and hence its phase. This cannot be done analytically, so a complex

iterative algorithm is used — for more details see Trebino’sbook [92, chapter 8].

No assumption needs to be made about the mathematical form ofthe pulse shape.
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FROG measures many of the parameters described in section 4.1 above. The

pulse temporal and spectral widths are obtained from the reconstructed electric

field. Spatial chirp is indicated by a tilt in the FROG trace. Pulse front tilt is

indicated by a displaced trace along the temporal axis, but the tilted front pulse

autocorrelator is much more intuitive for real time correction of any tilt from the

TSA. The most useful practical feature of FROG is the real time feedback for laser

alignment.

A few examples are now given. Figure 4.5 shows a very round andeven

FROG trace (with its electric field reconstruction) from theTsunamifemtosecond

oscillator. The pulse length is 91.2 fs FWHM, the spectral width is 4.87 THz

FWHM and the time-bandwidth product is 0.44. Figure 4.6 shows a FROG trace

after the regenerative amplification stage. The amplifier adds complexity to the

pulse, and it is the object of amplifier alignment to reduce this added complexity

as much as possible. The pulse width is 140 fs FWHM, spectral width is 4.36 THz

FWHM and time-bandwidth product is 0.61.

It was noted in the previous chapter that the position of all the reflective and

refractive elements in the pulse shaper for the visible component of the SF are crit-

ical to the temporal and spectral resolution of the experiment (section 3.1.5). Real

time feedback from FROG allows this part of the experiment tobe aligned very

efficiently. If the narrowing slit is removed entirely, then thepulse shaper should

return pulses of the same (or very similar) form to those fromthe amplification

stage. Figure 4.7 shows an example of a FROG trace and reconstructions for the

output of the pulse shaper. Again, some complexity has been introduced, but this

has at least been systematically minimised. However, in this example the pulse

front is clearly tilted as shown by the displacement of the trace along the time axis;

this is not a problem for the up-conversion pulse. The pulse width is now 127 fs

FWHM, the spectral width is 4.91 THz FWHM and the time-bandwidth product
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Figure 4.5: FROG trace of the femtosecond oscillator. The upper plot is the

raw FROG data, whilst the lower left and right plots are the reconstructed

electric field in the time and frequency domains respectively. In each of these

plots the red trace is the intensity profile (which is the most useful for our

purposes), and the green trace is the phase.
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Figure 4.6: FROG trace, and electric field reconstructions, of the output of the

regenerative amplifier stage.
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Figure 4.7: FROG trace, and electric field reconstructions, of the output of the

pulse shaper stage, without narrowing slit. In this example the pulse front is

clearly tilted, as shown by the displacement along the time axis.
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is 0.63. One notes a gradual increase of this product (and hence the pulse com-

plexity) as the pulses pass through the system from oscillator (0.44), to amplifier

(0.61) and to pulse shaper (0.63).

4.3 Novel In-Situ Pulse Characterisation

4.3.1 The Problem

For accurate temporal and spectral measurements the temporal and spectral prop-

erties of both IR and VIS beams need to be known in order to fit data, as seen

in chapter 5. Whilst the properties of the VIS beam are know byFROG this

still leaves the IR beam uncharacterised. This would be traditionally achieved by

methods similar to those described in section 4.1.2; one would perform across

correlation (comparison of one beam with another) of the pre-characterised VIS

beam and the uncharacterised IR beam, and then recover information about the IR

beam from this. The VIS and IR beams would be combined in a nonlinear crys-

tal, with one subject to a temporal delay, and the intensity of the sum frequency

can be monitored as a function of time delay [35, 95]. The apparatus for such a

measurement already exists in our experiment, the time delay line and the LiIO3

crystal are already in place. However, this still does not allow for in situ char-

acterisation — the LiIO3 crystal is not subject to exactly the same geometry as

the in-chamber arrangement. The LiIO3 crystal has a finite thickness and the ef-

fect of this is to spread (convolve) the temporal measurements by this finite width

(see section 4.3.4). Not to mention the fact that LiIO3 abruptly stops transmitting

above 5.5µm, which is acceptable for measurements specific to CO but perhaps

not for other molecules such as NO.
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4.3.2 The Solution

In the previous chapter, it was mentioned that we use a layer of potassium on our

metal crystal to assist in the day to day alignment of the experiment. We have also

found that such a metal layer gives us an excellent tool for the characterisation of

the instrument as a whole. One uses the potassium layer placed on the surface to

align the system, as the nonlinear medium in the crosscorrelation of the VIS and

IR beams and then one observes the surface SF signal as a function of time delay

between the two beams. For each time delay an SF spectrum is produced similar

to the one given in figure 4.8. A program to control the delay stage and ICCD

for this is given in Appendix A. The width of the IR pulse can bedetermined by

mathematically deconvolving the known temporal form of thevisible pulse from

the cross correlation trace. By measuring the entire spectrum of the SF signal

as a function of time delay, a FROG trace can be taken (albeit not a single shot

FROG as taken by theGRENOUILLE), comparing the visible pulses with the IR

pulses. The cross-correlation of the broadband 800 nm beam with the IR gives

the effective instrumental temporal resolution of the instrumentfor free induction

decay studies — section 5.4.1.

4.3.3 Characteristics of Our System

FROG indicates that the pulse width before the pulse shaper is 140 fs, and 125 fs

afterwards, with no slit inserted in the shaper (see section4.2). The spectral width

of the unchanged 800 nm pulses is 7.4 nm (116 cm−1). If a slit is placed in the

shaper, then the pulses become spectrally narrowed to 0.64 nm (10 cm−1), for a

slit width of 200µm, again measured by FROG. The experiment was set up as in

the previous chapter, during the surface alignment stage, with just greater than a

monolayer of potassium on the Ru{101̄0} surface. A cross correlation of the IR
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Figure 4.8: Example of non-resonant SF signal from potassium covered

Ru{101̄0}. Data like these are collected for each IR-VIS delay time in the

cross correlation. The example in this figure is at τ = 0.

and broadband VIS pulses was taken by varying the IR-VIS timedelay, with 50

shots being taken for each delay time. This takes about 6 minutes, and is shown

in figure 4.9. This cross-correlation is mathematically equivalent to

Icc(τ) =
∫ ∞

−∞
EIR(t)EVIS(t − τ)dt.

Assuming a Gaussian temporal profile for the VIS pulses of 125fs width, the

form of the IR temporal profile can be obtained by deconvolution, yielding an

IR pulse width of 240 fs at a centre wavelength of 5.1µm. This has a spectral

width of 156 cm−1 (thus indicating how spectral resolution would be lost witha

broadband VIS beam) and a time-bandwidth product of 1.1. These SF spectra

can be plotted as a function of time to yield a FROG trace (figure 4.10). The tilt
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of this trace indicates a slight temporal chirp of 0.7 (cm fs)−1. When the same

experiment is performed with the narrowed VIS pulses (200µm slit in place, over

100 shots per delay time) it yields a temporal width of 2.76 ps, thus highlighting

how temporal resolution is lost with the spectrally narrow beam (also figure 4.9).

The fundamental limit of the resolution of the spectrograph/ detector is 0.6 cm−1

per pixel for the 1800 g/mm grating.
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Figure 4.9: In situ cross-correlations of IR pulses with broad (©), and narrowed
(�) visible pulses.

4.3.4 Advantages of this Technique

I have already stated many of the advantages of this system for characterising laser

pulses. Measurementin-situ gives results as close as is possible to the conditions

of the real experiment. The inherent thinness of an adsorbedmetal layer on a

surface removes the vast majority of the optical dispersionand phase matching

effects which are present in nonlinear optical crystals of finite thickness. The



114 CHAPTER 4. CHARACTERISATION OF ULTRAFAST PULSES

4000-400
time / fs

700

695

690

685

S
F

 w
a

v
e

le
n

g
th

 /
 n

m

Figure 4.10: FROG trace generated from spectrally resolved cross correlation

of IR with spectrally broad visible pulses. The original greyscale FROG trace

is shown, with added coloured intensity contours for clarity.

difficulty in maintaining the phase matching condition throughout the finite width

of a nonlinear optical crystal broadens correlations performed in such crystals.

And with many crystals, the transparency range is finite.

It is possible to use a GaAs wafer in reflection to characterise laser pulses.

However, these have a low damage threshold, and unless one isworking on GaAs,

these have to be mechanically inserted in the beam path, and this is difficult to

reproduce.

The SF signal is not particularly sensitive to potassium coverage, peaking at

1 ML but only halving in intensity for multilayer coverages.We have found up to

a 300 times enhancement in signal strength over a clean Ru{101̄0} surface. Sim-

ilar levels were found using a Pt{111} surface. This compares with enhancement

factors of 70 [96] to 1000 [97] with alkali metals for second harmonic generation.
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The cleanliness of the surface makes little difference; often whilst realigning the

system we have dosed potassium on top of a CO layer and obtained similar sig-

nal levels. We fitted a second Getter source to the vacuum chamber and dosed

caesium on to the surface, with the effect of roughly doubling the SF signal.

As a final note, it is possible to see many other nonlinear processes at work,

simply by rotating the sample manipulator until the angles are suitable for these

processes to be detected. Figure 4.11 shows IR-IR-VIS SF mixing (610 nm), VIS

second harmonic (400 nm), and difference frequency mixing between the VIS SH

and the IR (440 nm), as well as the IR-VIS SF signal (700 nm) used for the cross

correlations.
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Figure 4.11: Various nonlinear optical interactions of the IR and visible pulses

seen on a K covered Ru{101̄0} surface.

4.3.5 Physical Origin of the Enhancement

Before concluding this chapter, I shall discuss in more detail the physical origin

of the SF signal from the alkali metal layer. Density functional calculations of the

SF response of a bare and Cs covered metal surface have been performed using a
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jellium model [98]. This predicts an increase in SFG efficiency of between 103 and

104 for two layers of Cs and an 800 nm light source. Much greater enhancements

are possible if either the VIS or IR beams are close in frequency to the alkali

metal’s plasmon frequency, which for a simple free electronmetal is given by

ω2
p =

ne2

ε0me
.

For Csωp corresponds to 2.9 eV. Our VIS beam has an energy of 1.55 eV and

the IR-VIS SF is at 1.80 eV. Clearly the 300 times enhancementby the Cs layer

is not a resonant effect.

However the difference frequency signal of the IR and the doubled VIS could

be resonantly enhanced on the K layer as the photon energy of 2.88 eV is close

to the plasmon frequency of potassium which corresponds to 2.7 eV [99]. One

might wonder if such a resonant process could affect the temporal response, and

hence reduce the suitability for cross-correlation purposes. However, a study of

alkali metal clusters found the plasmon dephasing time to bebetween 1 fs and

15 fs [100]. This is insignificant compared with the pulse widths used in our ex-

periments but could affect users of 20 fs laser systems. We could approach the

plasmon frequency by using a 400 nm VIS pulse (i.e. 800 nm doubled), which

whilst increasing the resonant enhancement would probablyreduce the overall

signal due to intensity loss in the 400→ 800 nm conversion and the lower sensi-

tivity of the i-Star CCD at these wavelengths.

So for our system at present the enhancement due to the alkalimetal layer is

probably due to the non-resonantχ(2) of the layer, as a resonant plasmon enhance-

ment has been ruled out at these wavelengths.



Chapter 5

Study of CO on Ru{101̄0}

In this chapter I present the first chemical results from the ultrafast spectrometer.

These were obtained from the Ru{101̄0} crystal originally purchased to study the

photocatalytic decomposition of water as described in section 1.1.3. Ru{101̄0}

was chosen to provide an interesting surface structure to contrast with the close

packed Ru{0001} surface studied by Bonnet al. in Berlin and Leiden as part of the

water decomposition framework (section 1.1.3). The Ru{101̄0} surface is shown

in several different representations in figure 5.1. CO was chosen as it has a large

dipole moment suitable for SF study; also it is a well studiedmolecule in the sur-

face science community due to its many rôles in commercial catalysis, not least its

oxidation into CO2 on platinum type metals in vehicle exhaust catalytic convert-

ers. See [101] for a review of the surface science of CO on transition metals. The

CO/Ru{101̄0} system has proved to be an interesting and challenging first system

to study using the new spectrometer, with surprisingly little previous work being

published on this metal-adsorbate system in the surface science literature.

Three main coverage dependent data sets of the CO stretch frequency and

linewidth are presented in this chapter, referred to as datasets 1, 2 and 3. Data

sets 1 and 2 were taken in the summer of 2002 and data set 3 in thespring of 2003.

117
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Figure 5.1: Ru{101̄0}. Left hand panel shows {101̄0} plane in relation to the
close packed plane. Top right panel shows surface view, and lower right panel

shows a 3D representation with a single adsorbed CO molecule.

Sets 1 and 2 were taken before electrochemical polishing of the Ru{101̄0} sample,

and set 3 afterwards. However, as we shall see, the spectral data from all three

sets are in very good agreement.

Spectral data set 3 is also accompanied by some corresponding free induction

decay measurements. The work in the previous chapter on the temporal charac-

teristics of the experiment is used to accurately fit the FID data and gives a much

more accurate measurement ofT2 / linewidth than the spectral data can provide.

A brief isotopic study is presented to estimate the contribution of dipole-dipole
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coupling to the effects seen in the coverage dependent data. The effect of sample

temperature on the CO stretch frequency is also investigated for two coverages.

The data sets represent the few occasions out of many attempts when every

part of the experiment was working consistently well enoughover the 24 or so

hour period needed to align the system, characterise the laser and take enough

data for a wide variety of coverages or temperatures

5.1 Previous Studies on this System

The first study of the CO/Ru{101̄0} system in the literature was conducted by

Bonzelet al. in 1975/7 [102, 103], as part of a more substantial study of NO on

the same surface. This group did not see an ordered CO layer with LEED even at

80–120 K. They also produced TPD data which agree with later workers. Their

structural conclusions were later confirmed by Kiskinovaet al. [104, 105]. The

most detailed previous study of the CO/Ru{101̄0} system, and the most useful

for our purposes, was performed by Lauthet al. in 1989 [106]. These work-

ers used a combination of LEED, High-Resolution Electron Energy Loss Spec-

troscopy (HREELS), TPD and Contact Potential Change (CPD) measurements.

Theydid see ordered CO layers at low temperature. Rotariset al.added to this an

X-ray Photoelectron Spectroscopy (XPS) study in 1996 [107].

5.1.1 Structure

Lauthet al.[106] reported that at 120 K their clean and annealed Ru{101̄0} surface

showed a (1× 1) LEED pattern. Upon exposing 0.7 L of CO they noticed a (3× 1)

overlayer appearing. They performed a coverage dependent LEED study, and

used TPD to calculate the coverage for each exposure. Their interpreted results

for various coverages are summarised in figure 5.2. They suggest that at coverages
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greater than 0.66 ML the CO molecules must tilt in alternate directions to allow

packing in the limited space available. The saturation structure is a complex quasi-

hexagonal densely packed array. They back up this suggestion with their HREELS

data, see section 5.1.3. The saturation coverage is 1.22 ML.Rotariset al. [107]

suggest from their XPS study that this is equivalent to 1 ML ontop sites, and the

remainder on bridge sites.

5.1.2 Previous TPD results

Lauthet al.performed their TPD experiments by adsorbing at 100 K, and achieved

saturation coverage after∼5 L of exposure. At saturation they note 3 thermal

desorption peaks, designated asβ1 (380 K),β2 (400 K) andβ3 (520 K). The high

temperatureβ3 peak fills first, by 1.0 L of exposure. Then theβ2 peak grows until

2.2 L of exposure. Theβ1 peak appears as a shoulder to theβ2 peak, increasing

until the surface is saturated. From their TPDs they calculated that the sticking

coefficient, s(Θ), at 120 K is close to unity up until 1 ML, and then decreases to

zero. At 250 K, the intitial sticking coefficient is only 0.9, and decays much more

rapidly upon increasing coverage due to the competing desorption process, which

occurs from theβ1 andβ2 peaks at this temperature.

5.1.3 C–O and CO–Ru Stretch Frequencies

The HREELS data from Lauthet al. reveal a steady linear increase in the CO

stretch frequency with coverage, of around 1975 cm−1 at near zero coverage, ris-

ing to 2062 cm−1 at saturation. These results are plotted later (figure 5.17 in sec-

tion 5.3.2) as a comparison with our data. The CO–Ru stretch (for completeness,

as we cannot measure this in our wavelength range) varies by about∼ ±10 cm−1

with increasing coverage, and reaches a maximum of 453 cm−1 atΘ = 0.3 ML.
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Figure 5.2: CO on Ru{101̄0}, based on data from LEED / TPD study by Lauth

et al. (1989) [106]. See text for details.
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5.2 Sample Preparation

5.2.1 Cleaning and Annealing

The Ru{101̄0} crystal was supplied mechanically polished by Metal Crystals and

Oxides (Harston, Cambridgeshire) and measures 8× 11× 3 mm. It was cleaned

using cycles of argon ion bombardment, annealing to restoresurface order, then

heating in oxygen to remove carbon by oxidation to form CO. This method is

broadly based on that used by Kuet al. [103] and Harrisonet al. [108], amongst

many others.

The actual cleaning recipe used is described below and is that given by Christ-

mann ([109], based on [110]); with the exceptions that Christmann’s method uses

neon rather than argon for sputtering, and that the oxygen cycle is based on that

used by Tikhov [111].

• Anneal to 1450 K for 2 min

• Wait for pressure to recover to< 5× 10−10 mbar

• Briefly flash to 1450 K

• Hold crystal at 650 K (avoids CO and H2 adsorption) and sputter with Ar at

≈ 1× 10−5 mbar for 20 min at 500 eV beam energy

• Expose to O2 for 15 mins at 5× 10−7 mbar and 1000 K

• Anneal 3 or 4 times to 1450 K for 2 min, to react off carbon and remove

oxygen

• Sputter for a further 15 min as before

• Flash to 1450 K
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Occasionally the crystal was flashed to 1550 K by connecting an additional

power supply as described on page 71. Tikhov [111] suggests this is a more

effective annealing temperature, but it is close to our thermocouple melting point

so was not used frequently.

Due to the difficulties in obtaining a LEED pattern described in section 5.2.2,

an electrochemical polishing procedure was later performed on the crystal by

MaTeck GmbH (Juelich, Germany) to better than 0.1◦. SF data sets 1 and 2 in

subsequent sections were obtained before this polishing was performed, although

little difference was observed with adsorbed CO via LEED or SFG (i.e. data set

3) after the process.

5.2.2 Surface Order: LEED, Laue and AFM

The clean surface LEED pattern of the Ru{101̄0} samplebeforeelectrochemical

polishing is shown as figure 5.3. The spots are not very sharp and are vertically

elongated in the [0001] direction. Removing the sample fromthe chamber, ro-

tating it 90◦ and replacing it also changed the orientation of the elongation, thus

showing this to be a property of the sample rather than the LEED optics.

Such elongation of the spots could be characteristic of the presence of terraces

on the surface. The size of a LEED spot, as with any other diffraction pattern, is a

convolution of the different length scales present in the sample. For a surface with

no terraces, the convolution of the surface structure with the large scale flat surface

represented in reciprocal space does not change the spot size. When small terraces

are present, which are large in reciprocal space, this will cause a spreading of the

LEED spots.

Coupled with the fact that we could not see any additional spots attributable

to an ordered CO overlayer at any temperature, we decided to have the sample

electrochemically polished as described in section 5.2.1.After this process the
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Figure 5.3: LEED photograph of Ru{101̄0} sample before electrochemical pol-
ishing. Beam energy is around 120 eV, sample temperature is 100 K. Spots

are vertically elongated. These photographs are taken with a domestic camera

and are not of good quality.

clean surface LEED pattern was less elongated, as shown in figure 5.4, but the

spots were still not as round and sharp as they ought to be. No CO overlayer spots

have been observed by us to date.

Given the disappointing LEED results, the crystal was returned to Metal Crys-

tals and Oxides (pre electrochemical polishing), and they subjected it to Laue

X-ray diffraction to determine the bulk order. This uses a broadband spectrum of

X-rays to satisfy the Bragg condition for many diffracting planes, and thus all of

these planes are seen simultaneously on one image. The set upis broadly similar

to that used for LEED as shown in figure 3.29, but with the source of electrons

replaced by an X-ray source, and the hemispherical screen replaced by a flat pho-

tographic plate. The Laue pattern is shown in figure 5.5. One can see that the
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Figure 5.4: LEED photograph of Ru{101̄0} sample after electrochemical pol-
ishing. Beam energy is around 100 eV.

pattern is slightly displaced in the vertical direction from the central beam. This

could indicate a mis-cut of up to 2◦, which would produce terraces on the surface.

For a structure 1 atom high, this corresponds to a terrace of tan 2◦ = 29 atoms

wide, which corresponds to a terrace size of for example 77 Å along the ridge

(1̄21̄0) direction, assuming an atomic separation of 2.70 Å [106]in this direction.

Also before professional electrochemical polishing, the sample was examined

on an Atomic Force Microscope (AFM) (with thanks to Dr. Hong-Wei Li of this

department). The AFM image is shown as figure 5.6. This shows that the long

range order of the crystal is not very good, and may have suffered adversely from

polishing. It should be pointed out however, that this imagewas taken just after

our own attempt at electrochemical polishing and this may well have made the

surface temporarily worse, or at least exacerbated existing faults.



126 CHAPTER 5. STUDY OF CO ON Ru{101̄0}

Figure 5.5: Laue X-ray diffraction pattern of our Ru{101̄0} sample.

We must therefore conclude from LEED and Laue that our Ru{101̄0} sample

has some mid-range disorder, and from the AFM it is quite scratched over larger

length scales.

5.2.3 Surface Cleanliness: AES and TPD

AES spectra of the Ru{101̄0} surface were taken after several of the cleaning cy-

cles described in the previous section, and show the recipe to be effective. An

example of these is given as figure 5.7. The characteristic peaks of ruthenium and

oxygen are indicated by comparison with the spectra given in[89]. The small oxy-

gen peak at 510 eV shows that there is little oxygen contamination. The largest

characteristic peak for carbon contamination would be seenat 275 eV, but is nor-

mally obscured by the large ruthenium peak at 277 eV.

However, from [108, 109, 112, 113], the total peak height from carbon and
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Figure 5.6: Atomic Force Microscope image of our Ru{101̄0} sample.

ruthenium at this energy, and the ruthenium peak height at 235 eV should be re-

lated by

R=
Ru277+ C275

Ru235
≈ 1.8

for an uncontaminated ruthenium surface. This is the case for both spectra in

figure 5.7.

Oxygen TPDs were taken to show the efficacy of the oxygen treatment to re-

move carbon. If carbon is still present, oxygen will react with the carbon to form

CO and thus the amount of oxygen seen in a TPD will be less. Also, carbon will

block oxygen adsorption sites and a characteristic low temperature mass 32 des-

orption peak will be attenuated. Example oxygen TPDs are shown in figure 5.8 for

successive 0.6 kL oxygen treatments at 900 K. After several oxygen treatments,

the TPDs agreed in shape and integral with those given by Tikhov [111] and thus
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Figure 5.7: Auger Electron Spectra of our Ru{101̄0} sample after cleaning. It
is shown in differential form, and was taken with 2.5 keV incident electrons,

channeltron bias of 3.5 kV, sensitivity of 50 mV, the AES analyser at 110◦ and

sample at 333◦.

the surface was deemed to be free of carbon contamination.

CO TPDs provided the main method of surface cleanliness monitoring, by

comparing the form of a saturation coverage TPD with those given by Lauthet

al. [106] (described in section 5.1.2). Figure 5.9 shows the TPDs corresponding

to data set 3 for all coverages examined in this experiment. Whilst CO was being

dosed into the chamber, the mass spectrometer was set to the 10−9 mbar range

at mass 28, and the exposure is recorded at 1 point per second using the same

acquisition software used for TPDs, but replacing the ordinal axis with time. The

software displays an on-screen cumulative exposure value as feedback to the user
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Figure 5.8: Oxygen on Ru{101̄0} TPD spectra after successive oxidation treat-
ments. The peak in the blue curve at 1040 K represents the presence of a

monolayer of oxygen according to [111].

operating the dosing valve. The mass spectrometer reads 44.3 times less than the

main chamber ion gauge; using this conversion (and 1 L= 1 × 10−6 mbar per

second), the integrated area under the exposure curves is converted to an exposure

in Langmuirs.

A saturation exposure TPD is usually taken after each day’s cleaning to check

for cleanliness. Then for each coverage in a coverage dependent study, the expo-

sure is measured whilst dosing, and a TPD is taken after the SFexperiments have

completed at that coverage. Each TPD curve has a background caused by desorp-

tion from the heating wires. The background is determined byfitting a function

(usually exponential) to the far head and far tail of the curve, with the important
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Figure 5.9: CO on Ru{101̄0} TPD spectra corresponding to SF data set 3.

central region masked out. This function is then subtractedfrom the TPD data.

The curves in figure 5.9 have been treated thusly. Assuming that saturation cover-

age is 1.22 ML from Lauthet al. [106], coverages for all the sub-saturation TPDs

are then obtained by scaling this value with respect to the integrated area. One

can certainly see peaksβ3 andβ2 seen by Lauthet al.and possiblyβ1 also. Figure

5.10 shows the coverage versus exposure, and from this one can safely assume

that saturation is obtained after about 7 L, in excellent agreement with Lauthet

al. considering the different vacuum systems used. It also shows that the sticking

coefficient is roughly constant up to∼1 ML.
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Figure 5.10: Coverage versus exposure for CO on Ru{101̄0}.

5.3 Frequency Domain Study

5.3.1 Experimental Details

Each of the three data sets described was obtained by the following method.

Firstly the laser system was warmed up and optimised as described in section

3.1. Whilst the laser was warming up, the Ru{101̄0} crystal was cleaned by

the recipe presented in section 5.2.1. Oxygen and CO TPDs arethen taken to

check the surface cleanliness as described in section 5.2.3. The OPA was set to

5.5µm which corresponds to a broadband IR envelope with a centre frequency

of around 2040 cm−1 and FWHM of 140 cm−1 when calibrated. Then the beams

were aligned into the chamber — section 3.3.4.

With the potassium layer still on the surface, the slit in thepulse shaper in-

serted and narrowed to∼200µm and the chemical cell containing 10 mmol of

W(CO)6 in CCl4 inserted in the IR beam path, the SF “spectrum” from the K
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layer is recorded to provide the spectral calibration. Thisis similar to Hesset al.

[114, 115] who use W(CO)6 in their studies of CO on Ru{0001}; they use a LiIO3

crystal to record the SF spectrum for calibration. They use the measurement of

Tomakoff et al. [116, 117] who assign the main spectra feature in the wavelength

range of interest of W(CO)6 to be at 1980 cm−1. Our cell is of a type which may

be used directly with a bench top IR spectrometer, so it was taken to the teach-

ing laboratories in this department and its spectrum is shown as figure 5.11. The

Figure 5.11: IR spectrum taken with Perkin Elmer spectrometer of the 10 mmol

of W(CO)6 in CHCl3 chemical cell used for calibration. The main spectral fea-

ture of interest in our wavelength range is at 1977.7 cm−1.

spectral feature of interest is at 1977.7 cm−1 and this has been used to calibrate all

the spectral data presented in this chapter. The spectrograph is set up for a central

wavelength of 690 nm as this corresponds to stretch frequencies around 5000 nm

(or 2000 cm−1) for a VIS pulse at 800 nm. The centre wavelength and width of the
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VIS pulse is also measured by changing the spectrograph’s centre wavelength to

800 nm and by removing one or two of the 800 nm filters. The central wavelength

of the VIS beam is used to convert the SF wavelengths to IR wavelengths.
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Figure 5.12: Spectrum of W(CO)6 cell from K covered surface, 3000 counts.

Taken on same day as data set 2. OPA centre frequency was set to 6 µm,

and produced 5 µJ of IR. The energy of the VIS beam was 8 µJ (slit width

= 200 µm). With a VIS beam of 802.8 nm this gives the spectral dip to be

at 1945 cm−1 c.f. 1977 cm−1 from figure 5.11. This difference is used as a

calibration. See text for details of fit.

An example cell spectrum using the K covered surface from data set 2 is given

as figure 5.12. The cell spectra are fitted to a Lorentzian subtracted from a Gaus-

sian function

A+ Bexp





λ − λK

σK





2

− C

(λ − λW)2 + σW

whereλK is the centre of the non-resonant K envelope,σK is its width,λW is the

centre of the W(CO)6 spectral line,σW is its width andA, B, andC are constants.
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We also at one point borrowed a 10 cm long glass cell containing 10 mbar of

CO to place in the IR path. Whilst not actually used for calibration purposes, an

example transmission spectrum from the K layer is shown as figure 5.13 where

the individual rovibrational lines of the CO gas can be clearly seen.
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Figure 5.13: Gas phase spectrum of 10 mbar of CO placed in IR path, from

the SF signal on the K layer. The central absorbance minimum at 2143 cm−1

is seen, and in the insert the individual rovibrational lines of the P and R bands

at a separation of 3.83 cm−1 can also clearly be seen.

The crystal is then flashed to> 1200 K to remove the K layer. The gas line is

pumped down and CO is admitted to it from the cylinder. The mass spectrometer

is set to the 10−9 mbar range and the total integral exposure is monitored as gas

is dosed into the chamber. A SF spectrum is then taken at this coverage, with a

“photon counting” threshold set to around 320 counts per “photon”, to maximise

the height of the central peak, and minimise the noise at the edges. Spectra are
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usually accumulated over 10,000 laser shots, which takes 16mins for our 10 Hz

laser system. A free induction decay can then be taken (see section 5.4.1 for full

details) if needed. Then the mass 28 TPD is taken as describedin section 5.2.3 to

determine the coverage.

5.3.2 Results

Figure 5.14 shows an example of a raw (uncalibrated) SF spectrum (in this case

saturation coverage), with the ordinate axis as directly taken from the spectrograph

(but truncated at either end). Figure 5.15 shows the calibrated SF spectra from data
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Figure 5.14: The raw uncalibrated SF signal, in the visible range for saturation

coverage, and a Lorentzian fit. See text for full details.

set 3 as a function of coverage, with a sample temperature of 200 K. The coverage

calibration corresponds to the TPDs given in figure 5.9. These were taken on the

high resolution (1800 g/mm) grating, accumulating over 10,000 laser shots on full

gain. The incident VIS energy is around 10µJ and the IR energy around 5µJ. This
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is with an OPA output of around 8µJ, with attenuation due to reflective optics and

the chamber window. Figure 5.16 shows an example of the cleansurface non-

resonant SF signal from the Ru{101̄0} sample. At only 5 counts over 10,000 shots

Figure 5.15: Coverage dependence of SF spectra of CO on Ru{101̄0} (data
set 3). Each spectrum was accumulated over 10,000 laser shots, sample

temperature 200 K. The discreet coverage axis is not to scale. See text for full

details.

it is negligible compared with any of the spectra shown in figure 5.15. Therefore

spectra have been fitted to equation 2.30 squared, i.e. a pureLorentzian and no

non-resonant background. Figure 5.14 shows such a fit (although of course in

reality all spectra were fitted to thecalibrated data as a function of frequency

rather than wavelength). It is interesting to note that our first CO spectra had larger

non-resonant background signals (comparable in amplitudeto the lowest coverage
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resonant signals), which gradually decreased as the crystal became cleaner. This

non-resonant signal was attributed to the effects of contaminants upon the surface.
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Figure 5.16: Non-resonant surface SF signal from clean Ru{101̄0} sample,
accumulated over 10,000 laser shots.

The Lorentzian fits were performed by Wavemetrics Igor Pro, and from these a

centre wavelength and FWHM were obtained, with associated errors. The error is

set to the limit of the resolution of the detection system (0.6 cm−1 per pixel) when

the calculated error is smaller than this. The centre frequencies from all three data

sets are shown in figure 5.17, plotted alongside the EELS datafrom Lauthet al.

[106] as described in section 5.1.3. The linewidths are given in figure 5.18. These

data are fully discussed in section 5.5 but first I shall examine the time domain

free induction decay data.
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Figure 5.17: Coverage dependence of centre frequency. Sample temperature

is 200 K in all three experiments. The SF data is compared with the EELS

work of Lauth et al. [106]. See text for details.

5.4 Time Domain Study

5.4.1 Free Induction Decay Measurements

During the experimental session of data set 3, three free induction decays were

taken, again at 200 K. After collecting the spectral data forthat coverage, the slit

in the pulse shaper and the glass plate in the VIS beam path were removed and the

neutral density filter inserted in the latter’s place to protect the Ru{101̄0} sample.

In this way, the broadband VIS beam has a very similar energy to the narrowband

pulses of around 11µJ, and the IR remains at 5µJ.

The FID acquisition software written by the author for the Andor i-Star, given
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Figure 5.18: Coverage dependence of the linewidth. Sample temperature is

200 K in all three experiments.

in appendix C, was used to co-ordinate moving the translation stage and acquiring

the spectra. In each case 80 stage steps were used, at 10µm per step, and 400 laser

shots per spectrum. 10µm is equivalent to 66 fs. The data were then spectrally

integrated using Igor Pro, to produce free induction decay curves. After each FID

measurement the slit was carefully replaced in the pulse shaper, the filter removed

and the glass plate reinserted to preserve the optical path lengths. A spectrum of

the VIS pulse is then taken to fit subsequent spectral data in case the slit had been

reinserted slightly to one side of its original position.

From combining equations 2.33, 2.34 and 2.35 in chapter 2, the form of a FID
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curve for a totally homogeneous exponential dephasing timeis given by

ISF (τ) =
∫ ∞

−∞

∣
∣
∣
∣
∣
∣
EVIS (t − τ)

{

α

∫ t

−∞
EIR

(

t′
)

exp

(

t′ − t
T2

)

dt′ + βEIR (t)

}∣
∣
∣
∣
∣
∣

2

dt. (5.1)

Appendix D contains a computer program written by the authorin C which will

return a value for this function givenτ and the constants, using adaptive numer-

ical integration. It assumes a Gaussian temporal profile forEVIS and EIR and

parameters for these can be passed to the program. This program is called by Igor

Pro, as described in the appendix, and Igor is then used to fit this function to the

free induction decay data using a least squares method. The unknowns which are

fitted are:α; the overall amplitude; the amplitude offset; time zero (T0) andT2

(β is arbitrarily set to 1 as the overall amplitude andα are sufficient to represent

the intensity dependency). The absolute fitting time is quite lengthy, at around

three hours on a twin 1 GHz processor PowerPC Apple Macintosh. However, this

time is assuming that the initial parameters are close enough to their final values.

The FID program requires a parameter which is designed to scale all the time

parameters to avoid numerical underflow or overflow, and it seems that the differ-

ence between underflow and overflow is only around half an order of magnitude,

so many attempts were made before a suitable value was found.Also, the step

change in the least squares fitting has to be carefully set foreach parameter. This

brings the fitting time to days rather than hours for each curve, when such false

starts are taken into account.

5.4.2 Results

The three FIDS for different coverages are given as figure 5.19. The saturation

coverage experiment suffered a mechanical shock during the rise time, so it has

only been fitted after this point. The temporal widths of the VIS and IR beams are

obtained from the methods described in chapter 4, and the fitting parameters are
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Figure 5.19: Free Induction Decays for CO on Ru{101̄0} at 200 K. Time zero
set from fit. See text for details.
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Parameter
Coverage

1.22 ML 0.89 ML 0.32 ML

Overall Amplitude/ a.u. 0.0763 0.163 0.0277

T2 / fs 1368.9± 117.1 1224.0± 63.5 1077.6± 89.9

T0 / fs 1059.6 1260.7 1201.4

2σIR / fs 169.0 169.0 169.0

2σVIS / fs 109.0 109.0 109.0

α / a.u. 202.21 314.54 496.25

β / a.u. 1.0 1.0 1.0

Amplitude offset/ a.u. 0.00148 0.196 0.128

Calc. FWHM 2Γ / cm−1 7.76± 0.66 8.67± 0.40 9.85± 0.81

Table 5.1: FID fitting parameters. Green parameters were fitted, black para-

meters were fixed. The widths of the pulses are the raw Gaussian widths (2σ),

not the FWHMs. Experiment carried out at 200 K.

summarised in table 5.1. At the foot of this table are given calculated values for the

linewidth based upon the values ofT2. The errors in these (and inT2) are taken

from the fit. The largeα/β ratio confirms just how negligible the non-resonant

metal signal is compared with the resonant chemical signal.

The displacement of the time zero point obtained from the fit,and the peak

of the FID curve, is in excellent agreement with a theoretical prediction from a

density matrix study of the influence of pulse duration on FIDcurves by Mii and

Ueba [60]. They predict such a positive displacement of the peak with respect

to T0 due to the combined effect of the polarisation decay constant and the finite

temporal widths of the IR and VIS pulses.

It is important to restate that the fitting model is completely homogeneous,
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i.e. a single exponential with decay constant 1/T2 is fitted rather than a distribu-

tion of values ofT2. Thus the success of fitting to such a model must indicate a

homogeneous linewidth at these coverages; fitting an inhomogeneous system to

such a model fails as demonstrated by Rokeet al. [66] who contrast fits of the

homogeneous C-H stretch in acetonitrile on a gold film with the inhomogeneous

C-N stretch. The largest error in the calculated linewidth value for our FID data

is atΘ = 0.32 ML, which is close to the upturn in linewidth values. This could

indicate that the assumption of homogeneity is beginning tobreak down. These

points are returned to in the discussion.

A comparison between the spectrally and temporally calculated linewidths is

shown in figure 5.20. Section 2.3.2 discussed how the spectral width of the VIS
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Figure 5.20: Comparison of spectral and temporal methods of obtaining

linewidths (data set 3).
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upconversion pulse affects the width of spectral features in SF spectra. Although

the pulse shaper works well to spectrally narrow the VIS beam, a compromise

does have to be made between pulse energy (and hence SF signal) and the spectral

width of the pulses. However, it is possible to take this intoaccount by deconvolv-

ing the VIS field from the SF spectra [59]. Figure 5.21 shows anexample spec-

trum of the VIS beam, and its Gaussian fit. The convolution of aGaussian with
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Figure 5.21: Spectrum of VIS pulse. Raw width is 2.39 cm−1.

a Lorentzian (i.e. the true SF profile) is known as the Voigt function and is com-

monly used in spectroscopy to fit lineshapes which are neither truly Lorentzian

nor truly Gaussian, see for example [118]. Igor Pro has a built-in Voigt function

and so the linewidths from data set 3 have been deconvolved with a Gaussian of

the correct width for the VIS beam measured on that day. This is presented in

figure 5.22, along with the original Lorentzian fitted data and the FID linewidths.

One can see that the Voigt fits bring the spectral data closer to the “true” values

given by the FID measurements.
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Figure 5.22: Comparison of Voigt fit, Lorentzian fit and FID linewidths.

If the spectral information in the FID measurements is not integrated out then

a two dimensional plot of the change in the CO stretch frequency during the free

induction decay can be plotted, and an example of this is given at saturation cover-

age on the front cover of this thesis. The temporal (horizontal) axis of this plot is

over a range of 4 ps, and the spectral (vertical, top–bottom)axis is over the range

1950–2150 cm−1.
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5.5 Discussion and Further Supporting Results

5.5.1 Origins of the Frequency Shift

From the LEED study of this system by Lauthet al.[106] as summarised in figure

5.2 one can suggest two possible mechanisms acting in combination to account

for the rise in frequency with increasing coverage. One is a chemical shift, due

to changes in the influence of locally adsorbed CO molecules on the electronic

state of the surface as the coverage is increased, and the other is a shift due to

dipole-dipole coupling as the molecules are forced closer together with increasing

coverage. To obtain an estimate of the relative contributions to the frequency shift

of each of these we undertook a brief isotopic study of the system.

Three SF spectra were taken, after collecting data set 3. Thefirst was a sat-

uration coverage of28CO
(
12C16O

)

, as before. In this system, both the chemical

shift and dipole-dipole coupling may both be significant. Then for comparison

we took a spectrum at 0.15 ML coverage of28CO, as this is the lowest coverage

that produces a useful signal. The shift between these two data points is, for these

purposes, the total shift, chemical plus coupling. Then we filled the surface to sat-

uration coverage with31CO
(
13C18O

)

and recorded a third spectrum. These three

spectra are shown in figure 5.23. It is important to note that at the OPA frequency

range in use we do not see the31CO stretch; this is 86.6 cm−1 below the28CO

stretch atΘ = 0.9 ML.

So considering only the28CO molecules, they will on average be forced to

occupy a range of sites as in the pure28CO saturation layer (bearing in mind

that at 200 K the molecules will be fairly mobile on the surface), and hence the

chemical shift will be identical. However, a majority of each 28CO’s neighbours

will be 31CO which will not couple well to the28COs because of the appreciable

frequency difference.
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Figure 5.23: SF isotopic study, probing the 28CO stretch at 200 K. 10,000 laser

shot accumulations. The FWHM of the broadband IR envelope is indicated by

the dotted line (∼140 cm−1 centred at 2040 cm−1); the 31CO stretch is not seen

in this range. The decrease in intensity of the red trace compared to the blue

trace could be due to intensity stealing by the 31CO oscillators in the former

case.

One has to bear in mind that even at the ratio of isotopes, 0.15ML 28CO :

1.07 ML 31CO there will be a minority (just) of individual28COs actually iso-

lated fromall other28CO molecules. One can estimate the likelihood of this quite

simply; for a quasi-hexagonal CO overlayer at saturation (figure 5.2) each CO is

surrounded by 6 others. The probability of a single28CO being next to a single

31CO is 1.07:1.22, or 0.87. In order for the28CO to be alone, it must be next to

a total of 631CO molecules. Hence the probability of it being totally isolated is

0.876 = 0.43. So the contribution to the frequency shift by dipole-dipole cou-
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pling implied from the data in figure 5.23 of 37 cm−1 must be considered amini-

mum, as even in this isotopic mixture some dipole-dipole coupling between28CO

molecules will still occur. With only 10 counts over 10,000 laser shots for the

0.15 ML spectra in figure 5.23, we could not obtain a useful spectrum at a much

lower coverage than this with the present experiment. However for most full iso-

topic composition studies (e.g. CO/Pt{111} in [119]), little empirical change is

seen in the dipole contribution below∼ 0.15 ML of one isotope.

This may be compared with CO on Ru{0001} where the dipole shift was de-

termined to be 42 cm−1 [120].

The theory of dipole-dipole contributions to frequency shift in metal-adsorbate

systems was pioneered by Hammaker, Francis and Eichens [121] in 1965. They

considered a 1/R3 correction to the vibrational potential energy to take intoac-

count dipole pairings. The theory was later improved by Mahan and Lucas [122]

who included a term for interactions between dipoles and theimagesof other

dipoles, and later still Scheffler [123] included a third term to account for a dipole’s

interaction with itsown image.

Crossley and King [119] undertook a combined RAIRS and theoretical study

of CO on Pt{111} in which they used the theory developed by Hammakeret al. to

calculate a value for the dynamic dipole moment of this closely packed and highly

dipole coupled system of 2.9 DÅ−1
(

= 9.8× 10−20 C
)

. This work was published

shortly before the image corrections to the model were made.An attempt is made

here to apply this model to the CO/Ru{101̄0} system as a comparison with the

CO/Pt{111} system. No attempt is made here either to take into account the image

dipoles; with an open and ridged surface such as Ru{101̄0} it would be extremely

complex to take into account all the differing dipole-surface distances needed for

such a calculation, especially given the complicated registration of the chemical

overlayer with the surface at saturation.
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Hammakeret al. [121] exactly solved the secular equation for the vibrational

potential energy of a system ofN adsorbed molecular oscillators to give

λ = λ′ +

(

∂µ

∂r

)2 1
Mrε0

N∑

j=2

1

R3
i j

(5.2)

whereλ = 4πc2ν2 for a band frequencyν, λ′ refers to the isolated species (the

“singleton” frequency, in cm−1), Mr is the reduced mass of the oscillator,ε0 is the

permittivity of free space,Ri j is the distance between the centres of dipolesi and

j, and(∂µ/∂r) is the dynamic dipole moment to be calculated.

Assuming that the “quasi-hexagonal” overlayer at saturation coverage des-

cribed by Lauthet al. can be considered to be exactly hexagonal then one can

numerically calculate the
∑N

j=2

(

1/R3
i j

)

term in equation 5.2. Appendix E presents

a C program to do just that, along with the details of how it is done, and for a centre

to centre CO distance of 3.0 Å [106] the iteration quickly converges to give a value

of 0.05108 Å−3. For the mininum dipole shift of 37 cm−1, substituting this shift,

the dipole sum, CO reduced mass of 6.85 MH and the constants into equation 5.2

gives(∂µ/∂r) ' 3.1 DÅ
−1

. This lowest estimate of the dynamic dipole moment

of CO on Ru{101̄0} is higher than that of CO on Pt{111}, calculated by the same

methods; the latter system is considered to be a highly coupled system, so dipole-

dipole coupling is the major physical effect in the CO/Ru{101̄0} system at high

coverages.

5.5.2 Origins of the Linewidth Changes

The coverage dependence of the linewidth presented in sections 5.3.2 and 5.4.2

(figure 5.18) raises a number of interesting questions. Firstly, the most obvious

feature is the rise in linewidth with decreasing coverage below around 0.3 ML.

Secondly, it is striking how the linewidth does not increase(and in fact seems to

decrease) as very high coverages are reached. From the structures suggested by
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LEED in figure 5.2 one notes that the CO molecules are adsorbedon an increas-

ing variety of surface sites due to the overlayer becoming less registered with the

surface as the coverage is increased beyond 1 ML. One might expect such an in-

homogeneous distribution of sites to actually broaden the linewidths as saturation

coverage is approached. And as discussed in section 5.4.1 the high coverage free

induction decays have been successfully fitted to a model with a single exponen-

tial T2 decay, as opposed to a distribution ofT2 values as one would expect in an

inhomogeneous system.

Considering the increase in linewidth at low coverages firstof all, it must be

noted that this linewidth increase is seen below 0.3 ML, and this is the coverage at

which Lauthet al.observe their lowest coverage LEED structure as shown in fig-

ure 5.2. This suggests that below this coverage, the CO overlayer does not possess

regular order, at least not on a length scale suitable to generate a LEED pattern.

Such “disorder” could also lead to heterogeneous broadening which would explain

the linewidth increase. The first stable LEED pattern observed is a (3× 1) struc-

ture (top left of figure 5.2) which demonstrates that there isa repulsive interaction

between the CO molecules along the direction of the Ru{101̄0} ridges, ([̄121̄0]

direction), and an attractive interaction perpendicular to the ridges ([000̄1] direc-

tion). It therefore seems likely that as the coverage is built up from zero, chains

may form along the direction perpendicular to the ridges, driven by the attractive

interaction.

These chains may initially be of differing lengths, and have differing separa-

tions between them along the direction of the ridges. These differences in the

chemical environments of the individual CO molecules wouldaccount for the he-

terogeneous broadening. The lack of symmetry would also make it impossible

to observe a LEED pattern. Such a scheme of molecular chains at low coverage

is shown in figure 5.24. Once the coverage reaches 0.3 ML the repulsive inter-
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Figure 5.24: Proposed CO chains on Ru{101̄0} at low coverage (< 0.3 ML).

action along the ridges orders the chains to be at a regular separation, and the

chain lengths will by then stretch right across the sample i.e. we reach the (3× 1)

structure. Such a regular quasi-infinite arrangement of CO molecules would not

be heterogeneously broadened and would give a sharp LEED pattern.

Such chains of CO molecules have indeed been observed, running perpen-

dicular to the ridges on a Cu{110} surface, by a recent STM study by Brineret

al. [124]. Cu{110} has a similar symmetry to Ru{101̄0}. An STM study of CO/

Ru{101̄0} would therefore prove useful in confirming this conclusion.

Returning to the lack of inhomogeneous broadening at high coverage, an ef-

fect described by Perssonet al. for CO on Ru{0001} [125, 126] could explain this
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observation. The effect, known as theexchange model, is well known for isotopic

mixtures in highly coupled systems in which intensity stealing of low frequency

oscillator peaks by high frequency peaks occurs due to (a) higher frequency os-

cillators screening the incoming electric field at lower frequencies and (b) lower

frequency oscillators enhancing the electric field at higher frequencies. This may

also happen between high and low frequency components of thesame finite width

peak. This means that the peaks of the observed spectra are blueshifted, and be-

come asymmetric with a tail at lower frequencies. Indeed this seems to be the case

for our data. This can also be viewed as strong dipolar interactions delocalising the

vibrational resonance and thus the discreet oscillator frequency model is replaced

by a band structure. For a more quantitative explanation of this phenomenon in

our system a full isotope study at varying composition wouldbe needed as per-

formed by Perssonet al. using RAIRS for the CO/Ru{0001} system [126]. The

intense dipole-dipole coupling in our system at high coverage would cause such

an effect.

5.5.3 Comparison with the Close Packed Surface

Bonn, Hess and Wolfet al. have performed a detailed broadband sum frequency

study of CO on the close packed Ru{0001} surface [127, 128, 115, 129, 130, 131].

With a 400 Hz repetition rate femtosecond laser system and anOPA giving up to

11µJ of IR to the surface they can: (a) measure spectra for much lower coverages

of CO than we practically can (down to around 0.01 ML); (b) acquire spectra much

more quickly; and (c) observe thev = 1→ 2 “hot-band” vibrational transition (at

1961 cm−1 c.f. their measurement of the fundamental at 1990 cm−1). They ob-

serve asymmetric, narrower than expected spectra at high coverages, which they

too attribute to dipole-dipole coupling and the consequentdelocalisation of the

vibrational excitation. From their hot-band observation they calculate the value of
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the anharmonicity of the vibrational potential to be 13.6 cm−1. It has not been pos-

sible for us to see this hot band because we cannot obtain spectra at low enough

coverages. The band-structure effect caused by dipole-dipole coupling seen at

even very low coverages (0.025 ML for Ru{0001}), described in the previous sec-

tion, prevents the hot band being observed. They also give two FID measure-

ments, both at 0.33 ML coverage. One, measured at 95 K givesT2=1.94 ps and

the other at 340 K givesT2=1.16 ps, compared withT2=1.08 ps for our surface

at this coverage and 200 K. They point out that as the pure vibrational relaxation

is due to electron-hole pair excitation [132], it should be temperature indepen-

dent and hence the temperature dependence ofT2 is due purely to the temperature

dependence ofT∗2.

To investigate this for our system, we performed temperature dependent stud-

ies of the frequency and linewidth. CO was adsorbed at the appropriate coverage,

then SF spectra were taken for various sample temperatures.The frequency shift

for saturation coverage is shown in figure 5.25, and that for 0.9 ML in figure 5.26,

with an indication of the order in which the data were taken. The linewidths show

no change within the experimental error over this temperature range for these cov-

erages. The last three points for saturation coverage were taken with the chamber

background filled with CO (10−9 mbar) to counteract desorption at these temper-

atures.

The hysteresis in the saturation coverage plot is probably due to accumulation

of hydrogen from the background on the surface over the long time these exper-

iments took to perform (at 15 minutes per point for the accumulation, plus time

for temperature equilibration). Indeed, with the exception of this 0.9 ML data

set, at lower coverages this hysteresis makes the data unusable; species other than

hydrogen (including of course CO) can accumulate on the surface as well at low

coverages. A shift of 3.5 cm−1 is seen over the temperature range of 108–270 K
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Figure 5.25: Temperature dependence of CO stretch frequency of Ru{101̄0} at
saturation coverage. Arrows show the order in which the data were taken. For

the last three points the chamber was background filled with CO to counteract

desorption at these temperatures.

(' 0.021 cm−1K−1) for saturation, and 7.0 cm−1 over the range 100–260 K ('

0.043 cm−1K−1) for Θ = 0.9 ML.

The change in frequency is probably due to coupling with the frustrated trans-

lation phonon mode of the CO overlayer, which is populated athigher tempera-

tures in many systems. This was suggested for CO/Ru{0001} by Jakob and Pers-

son [133] in which they report a∼10 cm−1 frequency shift over a temperature

range of 50–350 K atΘ = 0.33 ML (∼0.033 cm−1K−1). Bonnet al.also attribute

the temperature dependence ofT2 described above to this effect. The coupling

process of the C-O stretch with the lower frequency frustrated translation mode
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Figure 5.26: Temperature dependence of CO stretch frequency on Ru{101̄0}
at Θ = 0.9 ML. Arrows show the order in which the data were taken.

(47 cm−1 on Ru{0001} [134]) leads to an exchange interaction which redshifts the

C-O stretch spectra. It can be thought of as the lateral translation weakening the

C-O bond. The increased change in frequency in our data with respect to tem-

perature at lower coverage could be due to: (a) the frequencyof the frustrated

tranlation changing with coverage as the surface becomes more or less packed or

(b) the strength of coupling between the frustrated translation and the C-O stretch

changing with coverage. Unfortunately, there seems to be nowork in the literature

on the frequency of phonon modes of CO on Ru{101̄0} so it is difficult to draw any

quantitative conclusions. It could be the case that the frustrated rotation plays a

significant rôle for our system, especially given the CO tilting predicted by Lauth

et al.at high coverages (figure 5.2).
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5.5.4 Summary

We have measured the CO stretch frequency and linewidth on Ru{101̄0} using

broadband sum frequency generation, as a function of CO surface coverage. We

have shown that by carefully including the temporal characteristics of our system

obtained by the methods in chapter 4, we can use FID measurements to measure

T2 (Γ) with much less instrumental shortening (broadening) thanwith spectral

measurements of the linewidth. The free induction decay peaks exhibit a positive

temporal displacement with respect to the time zero of pulseoverlap (obtained

from the fit), which is in agreement with previous theoretical studies of FID curves

with finite laser pulse widths.

Dipole-dipole coupling has been shown to be important in this system at high

coverages due to the very tight packing of CO oscillators into a quasi-hexagonal

array. At lower coverages we suggest the formation of chainsperpendicular to the

surface ridges leads to heterogeneous broadening of the linewidth.

A temperature dependent C-O stretch frequency shift of 0.021 cm−1K−1 is ob-

served at saturation coverage and 0.043 cm−1K−1 at 0.9 ML. These shifts are

attributed to coupling with the frustrated translation mode as seen for the close

packed surface.

Even though our Ru{101̄0} sample had poor mid and long range order, as

highlighted by the LEED data, the spectral data sets taken before and after elec-

trochemical polishing are identical despite an improvement in the LEED pattern

after polishing. We are therefore confident that the spectral effects observed in

this study arise from short range order effects, and are unaffected by the problems

with the sample at larger length scales.

The CO/Ru{101̄0} system has proved to be an interesting first system to study

using the broadband/ femtosecond SF spectrometer. The Ru{101̄0} sample has

now been removed from the UHV chamber to make way for pump-probe studies
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of CO on Pt{110} and for NO on Ir/Au, as described in the next chapter. However,

whilst it was still in place, experimental setups for IR-pump SF-probe, photon

echo and VIS-pump SF-probe, were designed, implemented andattempted for the

CO/Ru{101̄0} system. This is the subject of the next chapter.





Chapter 6

Pump-Probe and Conclusions

Whilst the Ru{101̄0} sample was in the UHV chamber, three other types of time

resolved femtosecond spectroscopy were attempted on the system. This chap-

ter briefly outlines the theory, experimental setup and results for each, and then

suggests how these must be improved for future studies.

6.1 IR-Pump SF-Probe

6.1.1 Theory

This is a technique to directly measureT1 (see for example [135, page 130]). An

intense IR pump pulse tuned to the vibrational resonance is incident on the surface

and populates thev = 1 vibrational level. After a time delay, a VIS-IR SF probe

is sent in to probe the relative populations of thev = 1 state. The longer the

time delay, the more population decay fromv = 1 to v = 0 will have occurred.

From equation 2.29 and figure 2.3 one can see that the resonantsusceptibility is

proportional to the population difference between the ground andv = 1 states, and

given the SF intensity is proportional to the square of this susceptibility, then the

159



160 CHAPTER 6. PUMP-PROBE AND CONCLUSIONS

population difference will be proportional to the square root of the SF intensity so

that [136]

1−
[

ISF (τ)
ISF (0)

] 1
2

= ∆n1 (τ) − ∆n0 (τ)

whereISF is the SF intensity (at time delaysτ and zero), and∆n0 (τ), ∆n1 (τ) are

the pump induced changes in the fractional populations of the v = 0 andv = 1

levels respectively.

These experiments have been successfully carried out on, for example: H/

Si{111} [137] whereT1 = 795 ps; CO/ Cu{100} [138], whereT1 = 2.0 ps; and

CH3S / Ag{111} [139] where a bi-exponential decay was seen.

6.1.2 Experimental Implementation

To provide a pump IR beam, the IR beam from the OPA was split using a 50%

beamsplitter from a RAIRS spectrometer (with thanks to Dr. Frederic Thibault-

Starzyk), on the small chamber mounted optical table. The Standa translation

stage was then used to advance the pump IR with respect to the probe IR. In this

way, the VIS and probe IR beams can remain temporally overlapped, and only one

stage needs to be moved to perform the experiment. The pump beam enters the

chamber along roughly the same path as the VIS beam and temporal and spatial

overlap is achieved by observing the SF signal on the potassium covered surface

of the pump IR and VIS beam. This arrangement is shown in figure6.1.

6.1.3 Results

In the following experiment, the pump IR intensity is 1.2µJ at the surface, and

the probe IR is 2.0µJ, and 9µJ of OPA output. The increased attenuation is due

to the IR beamsplitter, and the addition of extra reflective optics in the IR paths.

Four spectra are given in figure 6.2 showing pump-probe delays of−2 ps (pump
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Figure 6.1: Changes to optical paths on the chamber mounted optical table for

IR-pump SF-probe experiment. Sub-diagram of figure 3.33.

after probe), 0 ps,+1 ps and+2 ps. Unfortunately, all four spectra look identical.

This is not entirely surprising. The 1.2µJ of IR pump is simply not enough to

saturate thev = 1 transition. As described in section 5.5.3, Bonnet al. [127, 128]

only observe the hot band transition when thev = 1 level is saturated, at around

6 µJ of incident IR. Successful picosecond laser IR pump-probeexperiments (e.g.

on CO/Cu{100} [138]) were carried out with around 2–3µJ of IR pump, but the

energy of a one picosecond pulse will be around 6 times more concentrated on

the actual vibrational frequency required than for our spectrally broader 150 fem-

tosecond pulse. Successful IR pump-probe experiments withfemtosecond lasers

need higher pump energies.

However, I am pleased to say, that at the time of writing, we have just been

awarded a grant to purchase a second OPA. This will be used forsuch experiments

in the future to overcome this lack of pump energy and for two colour pump-probe

studies as described in section 6.4.2.



162 CHAPTER 6. PUMP-PROBE AND CONCLUSIONS

100

80

60

40

20

S
F

 I
n

te
n

s
it
y
 /

 a
.u

.

24002200200018001600
Frequency / cm

-1

  -2 ps
   0 ps
 +1 ps
 +2 ps

Figure 6.2: IR-pump, SF-probe spectra for CO on Ru{101̄0}. Saturation cov-
erage, 200 K.

6.2 IR Photon Echo

6.2.1 Theory

In a vibrational photon echo experiment, two IR pump beams are used, with a VIS

probe. The first IR pump induces a coherent vibrational polarisation in the adsor-

bate layer. This polarisation will then undergo the free induction decay process.

After a timeτ, the second pump is sent in which initiates a rephasing process of

the dipoles. After a further equal time delay,τ, the dipoles will once again vibrate

coherently and emit a short pulse of light — the photon echo. This photon echo

emission is detected by upconversion with the VIS probe. However, due to inter-
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actions with the phonons there are fluctuations in the oscillator frequencies, which

increase the homogeneous linewidth. So asτ is increased, these fluctuations have

a greater effect and the size of the photon echo signal is reduced. This provides

a method to measure the pure homogeneous linewidth from the Fourier transform

of the echo decay curve.

A good analogy of this, from [140], is that of runners in a race. The first pump

pulse can be thought of as the starting gun. The runners startto race, and of course

some are faster than others. In this particular race though,a second gun (pump) is

fired and the runners turn around and start to run back to the starting line. If their

individual speeds are constant, they will all arrive back atthe line at the same time

in phase. However, if there are fluctuations in their speeds,then there will not be

perfect rephasing.

Echos were originally seen for spins in NMR [141], and later for photons

[142]. These experiments have been carried out on surfaces,for example, H/

Si{111} [64].

6.2.2 Experimental and Results

The experimental setup is almost the same as that used for theIR-pump, SF-

probe experiment described in section 6.1.2, and in figure 6.1. In the photon echo

experiment, the VIS beam is scanned with the large translation stage on the main

table, andτ is changed with the Standa stage on the chamber mounted table. The

“probe” IR path in figure 6.1 is that used for the first IR pulse (IR1), and the

“pump” path is used for the second (IR2). Energies are the same as for the IR

pump-probe experiment.

The direction of the SF signal from the photon echo is given by[64]

kSF = 2kIR2 − kIR1 − kVIS
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Figure 6.3: Photon echo results for CO/Ru{101̄0}. Saturation coverage, 200 K.
Also shown are the FIDs from IR1 and IR2. See text for details.

⇒ 1
λSF

sinθSF =
2
λIR2

sinθIR2 −
1
λIR1

sinθIR1 +
1
λVIS

sinθVIS

and with the geometry of our experiment this means that the photon echo should

be produced just half a degree away from the VIS beam from the usual SF signal.

Figure 6.3 shows results from CO on Ru{101̄0}, for four values of the IR-IR

delay,τ. Also shown are the individual free induction decays from each of the IR

beams alone with the VIS beam. For each of the four photon echoexperiments,

the FIDs are observed from each of the IR pulses, due to the closeness of the

directions of these signals to the echo direction in our experiment. According to

[64] the echo should be of a similar magnitude to the FID signal, however, no

photon echo is seen att ∼ 2τ unfortunately.
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6.3 VIS-Pump SF-Probe

6.3.1 Experimental Implementation

These experiments were designed to investigate the effect of an 800 nm pulse

arriving shortly before the SF VIS and IR pulses. In order to align a pump beam in

space and time with the IR and VIS beams, we used the potassiumlayer method

to look for the sum frequency of the pump with the VIS beam. However, this

placed severe restrictions on which UHV chamber window (figure 3.24) was to

be used for the pump beam entry, as we had to be able to detect the outgoing

SF to align the system. It was decided to align the pump beam along virtually

the same path as the IR beam, so the SF of the pump-VIS and probe-VIS would

emerge spatially in-between these two beams, and could be detected by rotating

the sample to direct the signal into the spectrometer.

Energy meter
(checks OPA output)

Fllipper MirrorOptical Parametric Amplifier
Difference
Frequency
Generator

Corner cube on
Standa translation stage
(raises beam)

Periscope to

UHV system

across gap

(see insert)

IR Beam

"waste" 800nm
beam used for
pump

Pump Beam
(lower level)

Pump Beam
(upper level)

IR Beam

Pump Beam Dichroic
Beamsplitter

In plane of
table

3m focal- 
length lens

Figure 6.4: Changes to optical paths on the main optical table for VIS pump

SF-probe experiment. Sub-diagram of figure 3.32.
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Figure 6.4 shows the alterations made to the optical set up given in figure

3.32. The waste 800 nm beam (up to 1 mJ) from the OPA is used for the pump.

The time delay is introduced by a broadband reflective (Al coated) corner cube

mounted on the Standa translation stage, which reflects an outgoing beam parallel

to the incoming beam. The beam height is raised by this cornercube and it then

passes through a 3 m focal length lens which, in combination with the CaF2 lens

at the chamber window, focuses the pump beam on to the surface. The beam then

passes onto an appropriate dichroic beamsplitter, where itjoins the path of the IR

beam until it reaches the sample. In order that the pump beam does not enter the

detector, it is steered so that it rises very slightly along its path and thus exits the

chamber very slightly above the other beams. Given that it follows the IR path,

it is not very likely to enter the detector anyway as the SF path is much closer to

the VIS probe path, the latter remaining the same as that given in figures 3.32 and

3.33.

6.3.2 Results

Various attempts were made to perform an 800 nm pump SF experiment and the

most successful is discussed here. The energy of the pump wasaround 250µJ,

and 40% of this was reflected at grazing incidence. From an estimate of the

pump-probe overlap this gives the absorbed fluence to be 24 J m−2. The sam-

ple temperature was 100 K, coverage 0.9 ML. While the surfacewas potassium

covered, a check was made for any nonlinear interaction signals entering the de-

tector (e.g. pump-VIS+ probe-IR) other than the probe SF signal and none were

observed. The program given in Appendix C to perform pump-probe experiments

by changing the Standa stage time delay was used to take 10 SF spectra over a

time delay range of±13.4 ps around time zero, and these are shown in figure 6.5.

They are also represented in a different form in figure 6.6. A redshift of 5.2 cm−1



CHAPTER 6. PUMP-PROBE AND CONCLUSIONS 167

is seen in the spectra around time zero, as shown in figure 6.7.The time-constant

of the t < 0 rise is around 0.95 ps and that of thet > 0 recovery is around 5.3 ps,

if fitted to an exponential function.
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Figure 6.5: VIS-pump, SF-probe spectra from CO on Ru{101̄0}, as a function
of pump-probe delay. Sample temperature 100 K, coverage 0.9 ML.

6.3.3 Discussion

Bonn, Hess and Wolfet al. [130] performed a similar experiment on the CO/

Ru{0001} surface in which a redshift of around 20 cm−1 in the CO spectra was

seen around time zero for 19 J m−2 of incoming pump fluence at 0.33 ML cover-

age. They attribute this to the transient heating effect of the 800 nm beam leading

to increased coupling with the frustrated translation modeat the higher tempera-

ture. At this fluence no desorption should occur. This effect was already seen by
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sented by a colour scheme to clearly show the frequency shift. The vertical

black line plots the position of the fitted peak.

them at negative time delays due to the VIS pump arriving after the IR pulse and

hence disturbing the free induction decay on a timescale ofT2. This is an example

of a coherent artifact(see e.g. [135, page 140]) and can often be minimised by

changing the polarisation of the pump pulse.

The effect we observe has a faster decay than that observed by Bonnet al.,

which lasted several tens of picoseconds, but then we are dealing with a very

different surface and coverage. It is unlikely that the effect is simply a coherent

artifact. Checks were made with the K covered surface for other nonlinear interac-

tions and none were seen. Also, the trace is quite clearly asymmetric with respect

to time.

These data have been modelled assuming that the observed frequency shift is
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Figure 6.7: Change in CO stretch frequency with pump-probe delay.

due to laser heating. A FORTRAN program, previously used to model the benzene

desorption experiments [42, 43] was employed to model the lattice, electronic and

adsorbate temperatures after heating by an incoming 800 nm laser pulse. This pro-

gram is based upon the two temperature model proposed by Anisimovet al.[143],

used extensively in the literature to model laser heating. The program numerically

solves the following coupled differential equations:

Ce
∂Te

∂t
= κ∇2Te + g (Tl − Te) + S (z, t) (6.1)

Cl
∂Tl

∂t
= −g (Tl − Te) (6.2)

Ca
∂Ta

∂t
= −ge (Ta − Te) − gl (Ta − Tl) (6.3)

where:Te, Tl andTa are the electronic, lattice and adsorbate temperatures;g, gl

andge are the electron-lattice, adsorbate-lattice and adsorbate-electron coupling

constants;κ is the thermal conductivity;Cl is the lattice heat capacity andCe is

the electronic heat capacity, assumed to be of the formCe = γTe, whereγ is a



170 CHAPTER 6. PUMP-PROBE AND CONCLUSIONS

constant.S (z, t) is the laser source term given by

S (z, t) = 2I (t) (1− R)
exp(−2z/δ)

δ
, (6.4)

whereI (t) is the laser intensity as a function of time,R is the substrate reflectivity,

z is the depth of the substrate andδ is the optical skin depth.

Parameter Source† Value

κ [144] 117 Wm−1K−1

Cl [145] 2.9×106 Jm−3K−1

Ca/ge E 10 ps‡

Ca/gl [31] 1 ps

g [144] 185×10−16 Wm−3K−1

γ [144] 400 Jm−3K−2

δ [144] 16.2 nm

Fluence§ M 24 Jm−2

Pulse Width M 150 fs

Sample Temp. M 100 K

Table 6.1: Modelling parameters for lattice, electronic and adsorbate heat for

CO/Ru{101̄0} after laser heating. † [n] = reference #n, M = measured, E =

estimated. ‡ Assumed to be little adsorbate-electron coupling therefore large.
§ Empirical reflectivity of 40% at grazing incidence already factored in.

The parameters used in the model are given in table 6.1, and a plot of the three

temperatures versus time is given in figure 6.8. From the workon the dependence

of the CO stretch frequency on sample temperature describedin section 5.5.3,

at Θ = 0.9 ML, we get dν/dT = 0.043 cm−1K−1 (figure 5.26). Theadsorbate

temperature curve in figure 6.8, for it is the adsorbate temperature which would

excite any CO phonon mode, was multiplied by this gradient toestimate the laser
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Figure 6.8: Calculation of electronic, lattice and adsorbate temperatures for

CO/Ru{101̄0} due to 150 fs, 24 Jm−2 laser heating. See table 6.1 for other

parameters.

induced frequency change and this is compared with the pump-probe results in

figure 6.9. No attempt has yet been made in this model to account for the coherent

interaction which causes the change in frequency prior tot = 0.

The fit to the data is quite good, although the recovery of the frequency in the

model is still somewhat slower than from the experiment. It seems likely then

that the process is thermally driven, and as such is probablydue to coupling to the

frustrated translational or rotational CO phonon mode. However, one cannot rule

out electronic effects as proposed for the pump-probe results on CO/Ni{111} by

Bandaraet al.[38]. It is possible that pump laser excited electrons in thesubstrate

could couple either directly to the CO stretch or via one of the phonon modes.
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Figure 6.9: Comparison of thermal model with pump-probe data.

The analysis of these results is ongoing prior to their publication.

6.4 Future Work

Apart from the work on the photocatalytic decomposition of water described in

section 1.1.3 the following two projects are to follow on from the work in this

thesis.

6.4.1 C/ CO oxidation on Pt{110}

Our group has already produced a large body of work from its molecular beam

[6] and DFT [4] facilities on the reaction of carbon and oxygen on Pt{110}. Work
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completed just before my arrival in the group and soon to be published [146] on

laser induced reactions between CO, C and ethylene co-adsorbed with molecu-

lar oxygen on Pt{111} show that the second harmonic (400 nm) of the TSA can

induce reactions to produce CO2, CO and CO2 + H2O respectively. These were

detected with the mass spectrometer, in a similar setup to the benzene work de-

scribed in section 1.3 and the C2H4 / H2 desorption work described in Appendix

A. It is hoped to follow the reactions of C+ O→ CO and CO+ O→ CO2 on

Pt{110} in real time and hence gain an understanding of the transition states in

these industrially and environmentally important reactions (C may be deposited

by heating adsorbed ethylene).

A major hurdle to be overcome in this experiment will be that of refreshing

the sample. In the work described in [42, 43, 146] and Appendix A the laser beam

was scanned across the surface so that each pulse was directed at an un-reacted/

un-desorbed piece of surface. Whilst this could perhaps be overcome in the CO+

O reaction by backfilling the chamber with the reagents, certainly for the C+ O

reaction each pulse would have to be directed at a new piece ofthe surface. For

three overlapping laser beams in space and time it would be practically impossible

to scan all three beams. A solution to this problem is to move the sample.

One could motorise thex, y andzmotions of the sample mount (section 3.2.2).

However, given the axes of motion do not correspond to the incoming beam ori-

entation with respect to the crystal, a more complicated system is required. This

would have to move thex andy axes in combination according to some algorithm.

It is also possible that a HeNe beam reflected from the surfacecould provide real-

time feedback on the sample position. Such a system is currently being investi-

gated, and we thank Professor Charles T. Campbell for many useful discussions

on this matter.

Problems with the availability of optics which are suitablefor use both with
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UV and IR light would make a colinear UV-pump/IR setup difficult, so a different

beam path will have to be used, whilst still allowing emergence of the correct SF

signals for alignment purposes.

In setting up the CO/Ru{101̄0} experiment we originally tried CO/Pt{111} (de-

scribed in section 3.3.4) and found no SF signal. This is probably because the

experiment was not optimised at the time as well as it is now, but Bourguignonet

al. [147] do report a much smaller SF signal at these wavelengthsfor CO/Pt{111}

than is seen for ruthenium with a comparable laser system such as that of Bonn

and Wolfet al.

The Pt{110} crystal has been installed in the UHV chamber in place of the

Ru{101̄0} sample and is being bulk cleaned at the time of writing.

6.4.2 The Toyota Project

The object of this project, sponsored by the Toyota Motor Corp. is ultimately to

develop a NOx decomposition catalyst without the need for reductants. Itis in

conjunction with the STM, DFT and RAIRS facilities within the group. The sys-

tem under study will be NO on an iridium surface with a layer ofgold deposited,

along with the Ru{101̄0} and Pt{110} surfaces also available. The gold layer on

the iridium should enhance the SF signal. The plans for the femtosecond lab are:

• VIS-Pump SF-Probe of NOx to investigate its decomposition in real time

• Measure the anharmonicity of the N-O bond, by exciting the hot band transi-

tion with an intense IR field. Thus one can calculate the dissociation energy

of this bond

• SF photon echo experiments
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• Two colour IR-IR-VIS SFG to examine the coupling between identical os-

cillators on different surface sites. One species is excited by the first IR

pulse, and then the amount of vibrational energy transfer ismonitored by a

time delayed second IR pulse of a different frequency.

The last three points will require a second OPA, and we have just (at the time

of writing) been awarded a grant to purchase one. Changes to the TSA will be

needed to provide enough energy to pump both OPAs and it it hoped that this may

be achieved by replacing the stretcher and compressor gratings with the more

modern and efficient types now available.

Another problem is presented by the fact that the N-O stretchfrequencies, at

around 1800 cm−1, are in the same spectral region as the IR absorbance of water

in air. With the long (∼ 3 m) IR path length we presently use this could greatly

attenuate the amount of IR reaching the surface. A solution to this is to enclose

the beam paths and purge with dry nitrogen.

A gold evaporator has already been purchased and installed in the UHV cham-

ber.

6.4.3 General Suggestions

Upgrading the laser amplifier and amplifier pump to a 400 Hz or 1kHz repetition

rate system would substantially improve shot to shot energyfluctuations and data

acquisition times, and hence allow much lower surface coverages and molecules

with weaker dipole moments to be studied. The author feels that such an upgrade

should be given the utmost consideration in any future grantapplications. More

modern laser systems are also inevitably easier to maintainand require less atten-

tion as technology has become much more “commercial” in the last few years.

We recently borrowed a diode pumped 60 fs laser oscillator for a demonstration at
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an exhibition [148] which requires no user alignment whatsoever; its only control

is the on/off switch.

A much less easily addressable problem is that of the laser and UHV system

sharing the same laboratory environment. The chamber bakeouts required every

time a fault develops in the UHV system, or when the sample needs changing, are

very disruptive indeed given the laser alignment needed afterwards due to temper-

ature gradients in the laboratory. The Leiden femtosecond laser group, which do

not have this arrangement, inform me that their Light Conversion TOPAS OPA has

not required realignment and as such is treated as a “black box” by workers. Some

local environmental separation of these systems at least should be considered in

the future.

The need for emergence of light from nonlinear interactionsbetween the var-

ious pump and probe beams for alignment purposes puts restrictions on the al-

ready limited choice of optical windows (figure 3.24). Therefore re-orientating

the chamber with respect to the laser system might be considered, or replacing

the chamber mounted optical table with one that offers a scope of 360◦ around the

chamber.

If absorption of mid-IR light in air becomes a problem, then the DFG mod-

ule(s) of the TOPAS(s) could be removed and mounted on the chamber table.

Then the shorter wavelength signal and idler beams could then be sent across the

inter-table periscopes to the DFG module(s) to produce the mid-IR light in closer

proximity to the sample.

6.5 Concluding Remarks

On an experimental level, the femtosecond sum-frequency spectrometer is now

fully operational and capable of broadband spectral, free induction decay and VIS-
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pump SF-probe experiments; andin principle IR-pump SF-probe and photon echo

experiments.

The coverage dependent study of the CO stretch frequency on Ru{101̄0} by

comparison with the HREELS work of Lauthet al. [106] gives confidence in the

new spectrometer and its spectral calibration. The linewidth measurements have

shown an increase at low coverage, sharply levelling off at the same coverage (0.3

ML) as the first stable LEED pattern (3× 1). An isotopic study has shown that

dipole-dipole coupling is important in this system, as for CO/Ru{0001}, leading

to spectral narrowing at high coverages due to an exchange interaction between

high and low frequency oscillators. At low coverages the formation of chains in

the [0001] direction of varying length and separation is suggested to explain the

heterogeneous broadening at low coverage.

The work in chapter 4 gives a novel and general technique for the temporal

characterisation of ultrafast laser beams on surfacesin vacuo, and this has been

used to accurately fit free induction decays for the CO/Ru{101̄0} system, giving

linewidths without instrumental broadening. The successful choice of a fitting

model with a single exponential decay backs up the conclusions on the importance

of the exchange interaction at high coverages.

The stretch frequency is dependent upon sample temperatureand the change is

more pronounced atΘ = 0.9 ML (0.043 cm−1K−1) than at 1 ML (0.021 cm−1K−1).

The effect is due to coupling with a thermally excited CO adlayer phonon mode,

either the frustrated translation or rotation. The VIS-pump SF-probe experiment

yields a redshift of 5.2 cm−1 in the CO stretch frequency for 24 J m−2 of incoming

150 fs pump fluence for 0.9 ML of CO coverage at 100 K. The time constant

of the rise is∼ 0.95 ps and for the recovery∼ 5.2 ps. A model of the adsorbate

temperature after laser heating, coupled with the sample temperature dependent

data, accounts largely for the observed frequency shift being thermal in origin,
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suggesting coupling with one of the adlayer phonon modes. Such a fast effect

could also be due to the CO stretch coupling to electrons excited in the substrate

layer by the laser.



Appendix A

Laser Induced Desorption of C2H4 /

H2 from Pt{111}

During the first year of my PhD we undertook a time-of-flight study of the laser

induced desorption of ethylene on Pt{111}, during downtime of the OPA. Ethylene

was chosen as it is the precursor to surface carbon for a proposed study of the C+

O→ CO reaction on Pt{111} (section 6.4.1). Whilst not directly related to the rest

of the work in this thesis, and ultimately proving inconclusive, the experiments

and results are summarised here for completeness. A more thorough account is to

be found in my end of first year report [44].

Experimental Details

The 800 nm output of the TSA was doubled to 400 nm using a BBO crystal. This

beam was then scanned across the Pt{111} sample with adsorbed ethylene in the

UHV chamber using a computer controlled scanner unit which consists of two

motor driven mirrors for thex andy planes, at a pitch of 100µm, placing around

1000 laser pulses on the crystal per experiment. The fluence could be attenuated

179
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Pt{111}

Figure A.1: Laser Desorption Experiment.

with a half-wave plate before the BBO crystal. The mass spectrometer on the

UHV chamber was used to detect desorbed species. Pulses fromthe mass spec-

trometer channeltron were counted using a PC based multi-channel scaler to build

up a histogram of counts versus time, where time zero is defined by the laser trig-

ger. The time resolution is 2µs. The experimental set up is shown in figure A.1.

Results

Results for ethylene (at mass 28) show a very fast peak at 9µs and a slower peak

which can be fitted to a Maxwell-Boltzmann disribution, corresponding to a ki-

netic temperature of 321 K for the measured pulse energy of 140 ± 20 µJ, figure

A.2.

The fast peak is present atall mass spectrometer mass settings. Suspecting



APPENDIX A: LASER INDUCED DESORPTION OF C 2H4 / H2 FROM
Pt{111} 181

30

25

20

15

10

5

0

c
o
u
n
ts

800700600500400300200100

time of flight / µs

Figure A.2: Time-of-flight study of C2H4 on Pt{111}, at mass 28. Time zero is
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Figure A.4: Laser fluence dependence of the yield of the fast peak for H2 on

Pt{111}.
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Figure A.5: The DIET (left) and DIMET (right) laser desorption processes.
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a species which is so fast (and hence light) that it passes through the quadrupole

undeviated, we turned our attention to adsorbing hydrogen.The fast peak was still

seen, with a slightly slower and broader peak appearing alsoat 23µs. Suspecting

a charged H species to be responsible we electrically biasedthe sample, and figure

A.3 shows the results. From this it must be concluded that thefast peak is caused

by a neutral species and the slower peak by a negatively charged species.

Finally, a fluence dependence study of the fast peak was undertaken, and the

results are given in figure A.4. A highly non-linear fluence dependence was seen,

with a sharp threshold of around 50 mJ cm−2.

Discussion

Concentrating on hydrogen, the most likely candidate for the fast peak is H and for

the slower peak H−2 . Laser induced desorption from surfaces, other than thermal

desorption, is classified into two regimes [28]. DesorptionInduced by Electronic

Transition (DIET) is a process in which the laser excites an atom from its ground

state to an excited state where it gains enough potential energy to leave the surface

by the conversion of this to kinetic energy. The second process is known as Des-

orption Induced by Multiple Electronic Transitions (DIMET) and occurs by the

atom being repeatedly promoted to the excited state (and decaying back to ground

state) by successive photons in a very intense beam. DIMET shows a strongly

non-linear dependence upon laser fluence. These processes are summarised in

figure A.5.

It is rather difficult to attribute the process in this case to either DIET or

DIMET. The very fast time is characteristic of a DIET process, but the very non-

linear fluence dependence is characteristic of DIMET. The lattice temperatures for

both peaks were calculated by solving the differential heat equations (numbers 6.1

& 6.2 in chapter 6) as described in section 6.3.3 and the results are given in figure

A.6.



184
APPENDIX A: LASER INDUCED DESORPTION OF C 2H4 / H2 FROM

Pt{111}

threshold for fast neutrals, ca. mJ cm-2
threshold for fast neutrals, ca. mJ cm

-2

8000

6000

4000

2000

0

te
m

p
e
ra

tu
re

/K

80006000400020000

time/fs

threshold for fast neutrals: ca 50 mJ/cm^2

fluence for ionic species: ca 80 mJ/cm^2

 electrons
 lattice

 

threshold for fast neutrals, ca. 50 mJ cm

threshold for ionic species, ca. 80 mJ cm
-2

-2

Figure A.6: Lattice and electron temperatures for fast (neutral) and slower

(ionic) peaks versus time.

Figure A.7: Lowering and broadening of the electron affinity of an atom or

molecule when approaching a metal surface. Ea is the electron affinity of the

atom at infinity, and ∆Ea is the change in the affinity as the atom approaches.
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Figure A.8: Approximate potential energy curves involved in oxygen ion des-

orption from tungsten.

The presence of a negatively charged species could be explained by the follow-

ing scenario: when the hydrogen atom approaches the metal its electron affinity

decreases and broadens due to an interaction with an image ofthe affinity level in

the metal [149]. This is illustrated in figure A.7.

Antoniewicz has suggested [150] that negative ion desorption (of oxygen ions

from tungsten) occurs when the ground state (stateV0 in figure A.8, adapted from

[150]), is at an energy above the [M+A−] state (dotted line) and electron tunnelling

occurs from the substrate to the neutral thus leading to negative ion desorption.

More work would be needed to reach more concrete conclusionson this data,

as our mass spectrometer was not at the time capable of ion differentiation, but
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has been very recently converted to do so.



Appendix B

Standa Stage Driver

The following program is written in C under the LabWindows CVI environment

and libraries to run on a Windows based PC containing the Standa stage controller

card. When compiled into an executable it provided a DOS style commandstage

<signed number of microns>. This is then called by any Andor BASIC pro-

gram which needs to move the Standa stage.

The ISA stage controller card is controlled with two registers, one input and

one output register. The program contains a routinepoke which writes a value

to the input register, whilst polling the output register for ready and confirmation

signals, finally sending a synchronisation byte. A sequenceof 21 half-bytes needs

to be sent to the card for each movement, and the main routine of the program

converts the distance parameter to the correct multi-half-byte form and sends this

to the card via thepoke routine along with all the other required parameters. These

may of course be changed in the program if the user should wish, for example, to

change the speed of the stage.

187



188 APPENDIX B: STANDA STAGE DRIVER

/* Move the Standa Stage. Syntax when compiled: stage<microns> * /

/* J.P.R. Symonds 2002 */

#include <userint.h>

#include <analysis.h>

#include <easyio.h>

#include <visa.h>

#include <Ivi .h>

#include <cviauto.h> 10

#include <formatio.h>

#include <utility .h>

#include <ansi c.h>

#include <lowlvlio .h>

/* Front End */

int main (int argc, char *argv[ ])

{

void stage(int ,int ); 20

int steps, dirn;

char dummy;

/* Check number of Arguments */

if (argc!=2)

{

printf("%s","Standa Stage Driver\nSyntax: stage <signed number of microns>");

printf("%s","\nJ.P.R. Symonds 2002\n\nHit enter to continue.. .");

dummy=getchar(); 30

}
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else

{

steps=atoi(argv[1]);

/* Determine Direction from Argument */

40

dirn=1;

if (steps<0)

{

dirn=−1;

steps=abs(steps);

}

stage(steps,dirn);

}

} 50

/* Move the Stage */

void stage(int number, int dir)

{

void poke(int );

int n4,n3,n2,n1,m;

/* ’modify’ number of steps */ 60

if ((number%256) != 0) {number+=256; }

/* Divide number of steps up into 4 x 4 bits */
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n1=number%16;

n2=(number/16)%16;

n3=(number/256)%16;

n4=(number/4096)%16;

/* Send half bytes in correct order to card using poke subroutine */ 70

/* Number of Steps*/

poke(n4);

poke(n3);

poke(n2);

poke(n1);

/* Deceleration step (LSBs) */

poke(0);

poke(2);

/* Speed */

poke(15); 80

poke(15);

/* Accn per step */

poke(5);

/* Pulse Width Decrement (MSB)*/

poke(2);

/* Deceleration step (MSB) */

poke(1);

/* Pulse Width Decrement (LSB)*/

poke(0);

m=1; 90

if (dir==1) { m=0; }

/* Limit flags */

poke(m);

/* Sync Mode*/

poke(0);

/* Sync */

poke(0);
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/* Mode */

poke(0);

/* Repetiton */ 100

poke(0);

poke(0);

poke(0);

poke(1);

/* Step Size */

poke(0);

}

/* Send half bytes to card */ 110

void poke(int value)

{

int state;

state=0;

/* wait for card ready */

do

{

state= inp (772);

} while (state != −17); 120

/* Send “HalfByte” * /

outp (768, value);

/* wait for card accept */

do

{ 130
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state= inp (772);

} while (state != −1);

/* Send sync */

outp (768, 80);

}

140
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Acquisition Programs

All the following are written in Andor BASIC and run under thei-Star control

program.

Move the VIS-IR (Aerotech) stage

The commands sent to the Aerotech controller via the RS232 port follow a “menu”

control paradigm. ASCII 4 (control-D, or EOF) is sent to get to the top of the

“menu” nest. Then successive single letter commands are sent to traverse the

menus to get to what is needed, followed by any numerical parameters. If the

controller is pre-set with parameters to set acceleration,top speed and deceleration

then the ASCII sequenceCAD<distance in µm>— Command, presetsA, Drive

— will move the stage.

rem Moves the VIS-IR stage

rem J Symonds 2001

input ("how far (microns)",s)

baud(2,19200)

comwrite(2,chr$(4)) : rem Reset stage

193
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delay(1000) : rem wait 1 s

comwrite(2,"CAD(";str$(s);")") : rem move it

Move the pump (Standa) stage

This uses the Standa stage driver given in appendix B.

rem Move the Pump Stage

rem J.Symonds 2002

input ("PUMP STAGE: microns",mic$)

execute("c:\stage.exe ";mic$)

end

Scan the VIS-IR stage symmetrically about starting point

Used to cross-correlate VIS and IR beams.

rem Program to Scan stage whilst taking successive scans

rem J. Symonds 2001

SetAcquisitionType(0): rem take signal rather than background

SetTriggerMode(1) : rem external trigger

cls()

k=key("Do you want to save the data? (y/n)")

if (k==’y’) or (k==’Y’) then

input ("Filename base for Save", f$)

endif 10

input ("Number of accumulations per scan",a)

SetAccumulate(0.017,a,0.1): rem Accumulate (exposure time, number, delay time)

input ("Number of steps",n)

while (mod(n,2) != 0)

input ("Number of steps (div. by 2!!!!!)",n)
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wend

input ("Step size (microns)",s)

print (n;" steps at ";s;" micron step size")

print (a;" accumulations per scan")

if (k==’y’) or (k==’Y’) then 20

print ("Saving data with ";f$;" prefix into C:\Users\Scans directory")

endif

t=n*s : rem total distance to move

h=(t/2) : rem half this distance

baud(2,19200)

print ("Initialising stage.. . . .")

comwrite(2,chr$(4)) : rem Reset stage

delay(1000) : rem wait 1 s

comwrite(2,"CAD(-";str$(h);")") : rem Put stage to beginning of scan

delay(4000) 30

counter= 1

while counter< (n + 1)

run () : rem acquire

#counter= #0 : rem spectrum number

d=(counter*s)−h

InfoText (#counter, d;" microns from overlap centre") : rem annotate data

comwrite(2,"D(";str$(s);")") : rem move stage

if (k==’y’) or (k==’Y’) then

rem save data

SaveAsciiXY(#counter,"C:\Users\Scans\";f$;str$(counter);".asc") 40

if (counter!=1) then

CloseWindow(#(counter− 1))

endif

endif

p=(counter/n)*100

print (p;"% done")

counter= counter+ 1

delay(1000)
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wend

delay(2000) 50

comwrite(2,"D(-";str$(h);")") : rem Put stage back to centre

delay(2000)

print ("Finished!")

Measure a Free Induction Decay

Performs an unsymmetrical scan of the VIS-IR beams, as the decay time is longer

than the rise time. Moves back 1/4 of the total distance, then scans, then moves

3/4 of the total, back to the centre.

rem Free Induction Decay

rem J. Symonds 2001

SetAcquisitionType(0): rem take signal rather than background

SetTriggerMode(1) : rem external trigger

cls()

k=key("Do you want to save the data? (y/n)")

if (k==’y’) or (k==’Y’) then

input ("Filename base for Save", f$)

endif 10

input ("Number of accumulations per scan",a)

SetAccumulate(0.017,a,0.1): rem Accumulate (exposure time, number, delay time)

input ("Number of steps",n)

while (mod(n,4) != 0)

input ("Number of steps (div. by 4!!!!!)",n)

wend

input ("Step size (microns)",s)

print (n;" steps at ";s;" micron step size")

print (a;" accumulations per scan")
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if (k==’y’) or (k==’Y’) then 20

print ("Saving data with ";f$;" prefix into C:\Users\Scans directory")

endif

t=n*s : rem total distance

h=(t/4) : rem 1/4 of that distance

baud(2,19200)

print ("Initialising stage.. . . .")

comwrite(2,chr$(4)) : rem Reset stage

delay(1000) : rem wait 1 s

comwrite(2,"CAD(-";str$(h);")") : rem Put stage to beginning of scan

delay(4000) 30

counter= 1

while counter< (n + 1)

run ()

#counter= #0 : rem spectrum number

d=(counter*s)−h

InfoText (#counter, d;" microns from overlap centre") : rem annotate data

comwrite(2,"D(";str$(s);")") : rem move stage

if (k==’y’) or (k==’Y’) then

rem save data

SaveAsciiXY(#counter,"C:\Users\Scans\";f$;str$(counter);".asc") 40

if (counter!=1) then

CloseWindow(#(counter− 1))

endif

endif

p=(counter/n)*100

print (p;"% done")

counter= counter+ 1

delay(1000)

wend

delay(2000) 50

comwrite(2,"D(-";str$(3*h);")") : rem Put stage back to centre

delay(2000)
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print ("Finished!")

Scan Pump Stage

For pump-probe type experiments.

rem Program to Scan PUMP stage whilst taking successive scans

rem J. Symonds 2002

SetAcquisitionType(0): rem take signal rather than background

SetTriggerMode(1) : rem external trigger

cls()

k=key("PUMP STAGE. Do you want to save the data? (y/n)")

if (k==’y’) or (k==’Y’) then

input ("Filename base for Save", f$)

endif 10

input ("Number of accumulations per scan",a)

SetAccumulate(0.017,a,0.1): rem Accumulate (exposure time, number, delay time)

input ("Number of steps",n)

input ("Step size (microns)",s)

print (n;" steps at ";s;" micron step size (PUMP stage)")

print (a;" accumulations per scan")

if (k==’y’) or (k==’Y’) then

print ("Saving data with ";f$;" prefix into C:\Users\Scans directory")

endif

t=n*s 20

counter= 1

while counter< (n + 1)

run ()

#counter= #0 : rem spectrum number

execute("c:\stage.exe ";str$(s)) : rem move stage

if (k==’y’) or (k==’Y’) then
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rem save data

SaveAsciiXY(#counter,"C:\Users\Scans\";f$;str$(counter);".asc")

if (counter!=1) then

CloseWindow(#(counter− 1)) 30

endif

endif

p=(counter/n)*100

print (p;"% done")

counter= counter+ 1

delay(1000)

wend

delay(2000)

print ("Finished!")





Appendix D

FID Modelling Program

The following program is written in C and provides a UNIX style shell command

fid <amplitude> <T2> <time zero, T0> <temporal 2σIR> <VIS-IR

delay, τ> <temporal 2σVIS> <resonant polarisability, α>

<non-resonant polarisability, β> <integration accuracy> <time

conversion factor>. When executed it then returns the value to standard out-

put of the FID curve for all the supplied parameters, based upon equation 5.1 in

section 5.4.1, assuming Gaussian forms for the VIS and IR beams. It uses the

GNU scientific library to perform the integrations, which isa free open source

C library available to download from the GNU website [151]. The parameter

<integration accuracy> is the fractional error to which the adaptive integra-

tion algorithms are performed.<time conversion factor> is a scaling factor

for all the time parameters which has to be carefully selected to avoid overflow

and underflow errors during the calculation.

Wavemetrics Igor Pro is used as the fitting application. The modelling pro-

gram was written in C for speed, due to smaller system overheads and the avail-

ability of adaptive integration routines. However, Igor provides a very powerful

201
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graphical fitting environment. The second program in this appendix is the Igor

routine which provides the free induction decay C program toIgor for fitting.

/* Free Induction Decay Function Generator */

/* J. Symonds 2002 */

/* GNU Scientific Library Version */

/* This program generates the amplitude of a FID for a given time delay */

/* Command parameters: laseramplitude T2 ircentre ir width*/

/* tau vis width resonantpolarizability nonresonantpolarizability*/

/* integration accuracy timeconversionfactor */

#include <stdio.h>

#include <stdlib.h> 10

#include <math.h>

#include <gsl/gsl integration.h>

/* Gaussian Function */

double gaussian(double x, double x0, double dx)

{

return exp(−pow(x−x0,2.0)/pow(dx,2.0)); 20

}

/* Exponential Decay Function */

double decay(double x, double x0, double dx)

{

30
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return exp(−(x−x0)/dx);

}

/* Generate Resonant Contribution */

struct res params{ double max; double decayc; double ir c; double ir w; };

40

double pol res(double tp, void * p)

{

struct res params* params= (struct res params*) p;

double t = (params−>max);

double T2 = (params−>decayc);

double ir centre= (params−>ir c);

double ir width = (params−>ir w);

double result; 50

result = gaussian(tp,ir centre, ir width)*decay(t,tp,T2);

return result;

}

/* Integrate Resonant and Non-Resonant IR contribs. -inf to t* /

60

struct int params{ double delay; double vis w; double ir c; double ir w;

double decayc; double a; double b; double accuracy; };
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double intensity(double tp, void * p)

{

struct int params* params= (struct int params*) p;

double t = (params−>delay);

double vis width = (params−>vis w); 70

double ir centre= (params−>ir c);

double ir width = (params−>ir w);

double T2 = (params−>decayc);

double alpha= (params−>a);

double beta= (params−>b);

double acc = (params−>accuracy);

double res, error, result;

gsl integrationworkspace* w2 = gsl integrationworkspacealloc(1000);

80

struct res params pass= { tp, T2, ir centre, ir width };

gsl function F;

F.function = &pol res;

F.params= &pass;

gsl integrationqagil (&F, tp, 0, acc, 1000, w2, &res, &error);

gsl integrationworkspacefree(w2);

result = pow(gaussian(tp, t, vis width)*(alpha*res+beta*gaussian(tp, ir centre, 90

ir width)),2.0);

return result;

}
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int main(int argc, char *argv[ ])

{

100

double amp;

double acc, cnv;

double result,error;

struct int params pass;

gsl integrationworkspace* w = gsl integrationworkspacealloc(1000);

cnv=atof(argv[10]);

amp=atof(argv[1]); 110

pass.decayc=atof(argv[2])*cnv;

pass.ir c=atof(argv[3])*cnv;

pass.ir w=atof(argv[4])*cnv;

pass.delay=atof(argv[5])*cnv;

pass.vis w=atof(argv[6])*cnv;

pass.a=atof(argv[7]);

pass.b=atof(argv[8]);

pass.accuracy=atof(argv[9]);

gsl function G; 120

G.function = &intensity;

G.params= &pass;

gsl integrationqagi (&G, 0, pass.accuracy, 1000, w, &result, &error);

result*=pow(amp,4.0);

printf("%.12g",result);
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return (0); 130

}

Here is the Igor routine to call the C program. Wavemetrics will supply an ex-

pensive add-on for Igor to allow it to call C programs directly, but I have found a

good workaround worth mentioning. I use an Apple Macintosh G4 under Mac OS

X to run these programs, and on Apple machines Igor allows embeddedApple-

Script™ programs to be called, and then stores their standard outputin a special

text variable. However, AppleScript routines can call UNIXcommands under OS

X and thus the AppleScript embedded within the following routine simply calls

the fid command detailed above. The remainder of the code converts the nu-

merical fitting parameters to text form to pass to the UNIX command, and then

converts the response back to a number.

#pragma rtGlobals=1 // Use modern global access method.

// J.P.R. Symonds 2003

// Calls C F.I.D. function for fitting. Mac OS X only, as does it via

// AppleScript, no PC equivelent provided in PC Igor for some reason.

function fid(t,amp,T2,ir centre,ir width, vis width,alpha,beta,offset,acc,conv)

variable t,amp,T2,ir centre,ir width, vis width,alpha,beta,offset,acc,conv

variable ans

10

// Concatenate string containing AppleScript code

String com = "Do Shell Script \"/home/jprs2/progs/fid "+num2str(1.0) + " " +

num2str(T2) + " " + num2str(ir centre)+ " " + num2str(ir width) + " " +

num2str(t) + " " + num2str(vis width) + " " + num2str(alpha) + " " +

num2str(beta)+ " " + num2str(acc) + " " + num2str(conv) + "\""
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// Execute Applescript

ExecuteScriptText com

// Next line makes sure than result is read to sufficient precision - Important! 20

sscanfS value,"\"%18f\"", ans

return amp*ans+offset

end

function fidfit(v,x)

Wave v; variable x

variable ans

30

// Print progress to IGOR history window

printf "%.10g%.10g %.10g %.10g %.10g %.10g %.10g %.10g %.10g\r",x,v[0],v[1],v[2],

v[3],v[4],v[5],v[6],v[7]

ans = fid(x,v[0],v[1],v[2],v[3],v[4],v[5],v[6],v[7],1e−4,4e−4)

return ans

end





Appendix E

Program to Calculate Dipole Sum

In section 5.5.1 it was required to calculate the term
∑N

j=2

(

1/R3
i j

)

in equation 5.2

for all the dipole-dipole distancesRi j in a hexagonal layer of CO molecules. The

C program presented here, to be run under a UNIX type system, performs this

numerical calculation given the basic interdipole separation. It does this by taking

a triangular 6th slice of the hexagonal symmetry (60◦) and increments a counter

layer with each iteration which represents the current row of the triangle, from

the tip of the triangle at the centre of the hexagon outwards.For each of thelayer

atoms in the row, the distance is calculated to the central atom by the cosine rule,

and these distances are cubed and summed over each row, and over the whole

triangle until the iteration limit is reached. Then the sum is simply multiplied by

6 to give the correct value for the whole hexagonal overlayer.

209
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/* 1 /rˆ3 sum for hexagonal overlayer */

/* J.P.R. Symonds 2003 */

#include <stdio.h>

#include <stdlib.h>

#include <math.h>

int main()

{

10

double r0=6.0; /* centre-centre distance */

int cycles=10000; /* Number of iterations */

int atom;

int layer;

double theta=60*(M PI/180);

double corr=0.0;

double x;

double y;

double r;

20

for (layer=1; layer<=cycles; layer++)

{

for (atom=0; atom<layer; atom++)

{

x=atom*r0;

y=layer*r0;

r=sqrt(x*x+y*y−2*x*y*cos(theta));

corr=corr+(1/(r*r*r));

printf("Layer %i Atom %i Dist %g Correlation %g\n",layer,atom,r,corr); 30

}
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}

printf("Total correlation = %g\n",corr*6);

}
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Endpiece

This thesis was typeset using LATEX under Mac OS X and Sun Solaris. Data analy-

sis and presentation were performed using Wavemetrics IgorPro. Diagrams were

prepared using Dia, Adobe Illustrator, the GIMP and xFig. Optical path simu-

lation was done using Sarkomand Software’s CyberRay. Program listings in the

appendices were prepared with Lgrind.

The novel technique described in chapter 4 for in-situ lasercharacterisation

is at the time of writing very soon to be published in theReview of Scientific

Instruments[91]. The work on CO/Ru{101̄0} from chapter 5 was presented by the

author at theTime Resolved Vibrational Spectroscopyconference in Italy, May

2003. The work from chapters 5 and 6 is also being prepared forpublication.
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