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Abstract 
 

Energy conversion between carbon monoxide (CO) and ruthenium tetraphenyl porphyrin 

(RuTPP) on Cu(110) surface has been investigated by means of vibrational sum frequency 

generation spectroscopy (SFG) and scanning tunneling microscopy (STM) in order to 

understand vibrational and chemical dynamics at surfaces. The study revealed that 

introducing porphyrins has considerable effect on the energy conversion between CO and 

copper, and also on the adsorbate dynamics, i.e. desorption of CO. 

 

CO/Cu(110), was first studied, showing that energy conversion between CO and copper 

becomes faster with increasing coverage of CO. This coverage dependence can be 

explained by the modification of the potential energy surface (PES) and gradual filling of 

density of states (DOS) around the Fermi level (EF). The results also indicate that the 

frustrated translation mode cannot be the dominant vibrational mode for electron coupling. 

 

For the study of the energy conversion between CO and porphyrin on Cu(110), the 

adsorption structure of RuTPP is first investigated using an STM, revealing that the 

ruthenium atom occupies the short bridge site of Cu(110). With increasing coverage of 

RuTPP molecules, surface supramolecular organization was formed and it was compared to 

theoretically calculated structures. The calculated structures are used for the modeling of 

the PES and DOS.  

 

The first discovery from CO-RuTPP/Cu(110) is the modification of the PES for the C-O 

stretch mode, showing a larger Morse anharmonicity e and lower dissociation energy De 

than on a bare copper. The anharmonic constants are compared for various surfaces, which 

suggest the importance of considering local electric fields and the vibrational Stark effect to 

explain the large anharmonicity of oxidized and porphyrin covered surfaces. 

 

Inserting RuTPP also changes the desorption mechanism of CO by inelastic tunneling 

process from a one-carrier to a two-carrier process with lower threshold bias voltage. The 

resonant electron tunneling from occupied states of CO-RuTPP to an STM tip triggers CO 

desorption. The two-carrier process can be explained by tunneling of a second hole into an 

excited state, which was created by a hole tunneling into an adsorbate HOMO. 

 

On the other hand, facile laser-induced-desorption of CO was observed from 

CO-RuTPP/Cu(110), although, it shows a larger desorption energy of CO than on bare 

Cu(110). This can be explained by the enhancement of hot electron coupling via the DOS 

around EF. The coupling between the C-O stretch mode and hot electrons is also changed 

from a frequency redshift to a blueshift, indicating that the CO-Ru bond weakens, which 

can be caused by excitation of the CO-Ru stretch or bending of CO.  
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Chapter 1 

Introduction  

 

1.1 Energy conversion at surfaces 

The basis of chemistry is the conversion of energy from one form to another form within a 

molecule. In particular the harvesting of solar energy is one of the great chemistry 

challenges of this century, because our sun is a free energy source which will last another 5 

billion years. In order to understand and improve light harvesting, we need to understand 

how the energy of a photon is transferred into other forms of energy within a molecule. For 

example, photon energy changes to chemical or vibrational energy in a gas phase molecule. 

Figure 1.1(a) illustrates how a photon with a frequency in the visible region transfers its 

energy to an isolated molecule in the gas phase. The molecule can absorb the energy of the 

photon to create an electronically excited state or emit a photon immediately in the form of 

Rayleigh or Raman scattering. The energy in electronically excited states may transfer to 

specific molecular motion, leading to dissociation or simply dissipate to vibrations. 

 

A femtosecond laser is a powerful tool used to investigate such energy conversion 

mechanisms at the molecular level
1,2

. A famous example of the study with a femtosecond 

laser is the dissociation of sodium halides (NaX)
3
. The pump pulse excites NaX to an 

activated form [NaX]*, and its property changes by molecular vibration. When Na and a 

halogen atom are at their outer turning points, the electron structure becomes ionic, while it 

is covalent at short distances. In addition, a certain point of vibration cycle leads to a great 

probability of de-excitation. Another example is the photoisomerization of stilbene. It is 

found that the isomerization process occurs within 200 fs, and suggests that the adsorbed 

energy is localized to the target double bond inducing such a fast photochemical process
4
. 

In addition, a gradual frequency shift of a low-frequency spectator vibration in the 

photoisomerization process of stilbene was also observed, reflecting changes in the 

restoring force along this coordinate throughout the isomerization
5
. These studies revealed 

that photon-induced-chemical-reactions are highly conjugated to the energy conversion, in 

particular with the molecular vibration.  

 

In comparison with the gas phase, energy conversion mechanisms are more complex at the 

surface, because the substrate also plays a major role in addition to the molecule, as 

summarized in figure 1.1(b)
6
. The metal substrate can absorb the energy of the photon, by 

creating electron-hole pairs, which are usually referred to as hot electrons. Hot electrons 
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dissipate their energy to adsorbate molecules and substrate phonons. Phonons also transfer 

their energy to adsorbates. Thus, there are three energy channels available to the adsorbate; 

photons, electrons and phonons. These multiple energy channels are the cause of complex 

surface dynamics. Surfaces do not merely provide a passive support for photochemical 

processes, but can form an active part. For example, azobenzene is model used as a study of 

isomerization, but its photoisomerization ability quenches upon adsorption on metal 

surfaces
7
. Inserting tert-methyl groups restores the isomerization property of azobenzene on 

Au(111) surface. This is caused by the decoupling from the surface by a spacer functional 

group
7,8

. The isomerization is not induced by direct light absorption by adsorbates, but by 

hole formation in the Au d-band followed by a hole transfer to the highest occupied 

molecular orbital (HOMO) of the adsorbate, emphasizing the importance of substrate 

mediated processes
9
. The goal of this thesis is to investigate these energy transfer processes 

within light harvesting molecules on metal surfaces. 

 

Energy transfer from electrons in the substrate to adsorbates has been widely studied in the 

last 25 years due to the availability of ultrahigh vacuum and femtosecond lasers to study 

well-defined surfaces on the time scale of electron energy dissipation, which can be 

separated into three stages as shown in figure 1.2
10,11

. In the first tens of femtoseconds, the 

hot electron retains the memory of the incoming photon; the energy distribution reflects the 

absorbed photon. After hundreds of femtoseconds, the energy distribution follows a 

Fermi-Dirac distribution. Finally, the electron equilibrates with the substrate phonons 

within a picosecond or shorter, depending on the metal substrate
12,13

. Molecules can receive 

energy from electrons in the substrate at any of the three stages. The adsorbate can directly 

absorb the photon to become electronically excited, however, this energy dissipates into the 

metal substrate by creating electron-hole pairs on the femtosecond time scale
14,15

.  

 

The energy transfer from substrate to adsorbate can be probed by vibrational spectroscopy. 

The first time-resolved experiments were conducted on CO on Pt(111)
16,17

, Cu(111)
18

 and 

(100)
19

 surfaces, through monitoring the frequency shift of the C-O stretch mode. The C-O 

stretch mode is known to show the temperature dependence frequency shift, resulting from 

anharmonic coupling between the C-O stretch and low-frequency modes such as the 

frustrated translation or rotation modes. By comparing the static temperature dependence of 

the frequency shift and hot electron temperature profile, the coupling strength between the 

adsorbate vibration and electrons in substrates can be studied. On copper, electron coupling 

constant el of 6 ps/5.1 ps and lattice constant lat of 7 ps/4.2 ps were found for the (111) and 

(100) surfaces, respectively. Other metal surfaces, including platinum
16,17,20

, ruthenium
21-23

 

and iridium
24

 show stronger electron-phonon coupling, resulting in less pronounce 

electron-adsorbate coupling than on copper surfaces.  
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Figure 1.1 Schematics of energy conversion (a) in the gas phase and (b) on surfaces. 

 

 

 

Figure 1.2 Photoexcitation and subsequent relaxation processes of electrons in a metal substrate over 

characteristic time scales. (a) Tens of femtoseconds after excitation, (b) ~100 fs (c) >1 ps.  
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On the other hand, NO on Ir(111) exhibits a stronger coupling between the internal 

vibration and hot electrons due to a larger local density of states (LDOS) near the Fermi 

level than CO
24,25

. Photodesorption of NO from Pt(111) step sites were also enhanced 

compared to terrace sites due to more efficient electron-vibration coupling through the large 

LDOS around the Fermi level
26

. These studies suggest that electron-adsorbate coupling is 

governed by the LDOS at the surface. A large LDOS near the Fermi level also enhances the 

excitation of molecular vibrations
27,28

, in particular if the corresponding orbital spatially 

overlaps with the vibrating bond
29,30

.  

 

Despite this wealth of knowledge about the importance of LDOS for energy conversion at 

surfaces, it has rarely been explored to control energy conversion by adjusting LDOS. The 

difficulty arises from experimental limitations to obtain all the necessary information (i.e. 

LDOS, the relationship of LDOS and surface dynamics, and vibrational dynamics) from a 

single technique. Femtosecond laser spectroscopy is a powerful tool to investigate motions 

of adsorbates with sub-picosecond time resolution, which is the time scale of vibrational 

energy dissipation. In particular, vibrational sum frequency generation spectroscopy (SFG) 

allows studying vibrational dynamics and its relationship with surface dynamics following 

femtosecond laser excitation. However, the optical excitation corresponds to the joint 

density of occupied and unoccupied states, and it is not easy to link this to the surface 

electronic structure
31

. By comparison, scanning tunneling microscopy (STM) based 

techniques can measure LDOS through dI/dV spectroscopy. The submolecular resolution of 

STM induces adsorbate motion through transferring electrons into/from a particular site 

within the molecule and the responsible electronic or vibrational states for the motions can 

be detected by action spectroscopy with STM (STM-AS). The limitation of the STM based 

technique is its poor time resolution and difficulty to obtain vibrational spectra, making it 

practically impossible to study kinetics and dynamics of adsorbate vibrations. The 

combination of these two techniques should provide a more comprehensive picture of 

surface energy conversion. 

 

The electron-adsorbate energy conversion in the sub-picosecond time scale has been 

studied mostly for CO on metal surfaces
32

 with a few exceptions.
18,19,33

 Most studies focus 

on substrate mediated process (i.e. hot electrons and phonons) and the direct absorption of 

photons by CO has rarely been reported
34

, due to excited states being far from EF and a 

short excitation lifetime. The central idea of this thesis is to enhance adsorbate mediated 

processes by combining CO with a dye molecule which shows strong visible light 

absorption and a long excited state lifetime. This combination allows testing the control of 

LDOS for energy conversion at surfaces, and the utilization of two techniques i.e. SFG and 

STM-AS. This thesis focuses on CO on well defined molecular layers for adjusting LDOS 
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to control energy conversion at surfaces, in particular to control the degree of coupling to 

excited electrons and desorption yield of CO from a Cu(110) surface through inserting a 

ruthenium tetraphenyl porphyrin (RuTPP) layer. RuTPP is chosen for this study because it 

strongly binds to CO and forms a well ordered self-assembled layer on metal surfaces. The 

following two outcomes are expected from this study.  

 

1. Direct absorption of visible light by CO-RuTPP may induce photolysis
35

 if an adsorbate 

mediated photochemical reaction occurs.  

2. Hot electron transfer and/or inelastic tunneling electron process may be enhanced 

through the LDOS of CO-RuTPP/Cu(110). 

 

This thesis aims to elucidate the above two assumptions by visible pump- SF probe 

spectroscopy and STM-AS, and understand the effect of the porphyrin layer on the energy 

conversion between CO and metal substrates. Since both of the techniques and the sample 

are complex, this thesis is organized to help the reader understand the system step by step. 

After the introduction of experimental techniques in the next chapter, the vibrational 

dynamics of CO on Cu(110) are presented in chapter 3, showing a simple example of how 

adsorbate coverage can modify LDOS and thus adsorbate dynamics. Chapter 4 describes 

STM studies of RuTPP on Cu(110) to determine the structure and supramolecular growth 

on the surface. This used for the modeling of the potential energy surface and LDOS in 

later chapters. Chapter 5 focuses on static studies of SF spectra, in particular, vibrational 

hot band transitions of the C-O stretch mode, showing the complexity of the anharmonic 

potential at surfaces. Based on the knowledge from chapters 3 to 5, the role of LDOS and 

vibrational dynamics in desorption of CO have been investigated with STM-AS (chapter 6) 

and SFG (chapter 7), showing an unusual desorption of CO which relates to the 

modification of energy conversion by inserting RuTPP layer. In the rest of chapter 1, 

surface dynamics of carbon monoxide are presented to provide an overview of our current 

understanding of energy conversion at the surface, in particular, how vibrations, hot 

electrons and surface dynamics are correlated to each other.  

 

1.2 Surface dynamics of carbon monoxide 

Most previous studies in ultrafast surface dynamics have been conducted with CO on metal 

surfaces, which will be reviewed in this section. CO is a poisonous gas molecule and is a 

byproduct which is generated during incomplete combustions of hydrocarbons from 

exhaust gases of automobiles and factories. The conversion of CO to benign gases can be 

achieved by heterogeneous catalysis, and this is a reason why CO on metal surfaces has 

been widely studied. Surface electronic structure and dynamics are key to understanding 

CO conversion by heterogeneous catalysis. Adsorption of CO onto metal surfaces alters 
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reaction activation energies, which strongly relates to the charge transfer between CO and 

metal surfaces. Charge transfer creates chemisorption of CO onto a metal surface, governed 

by electron donation and backdonation as proposed by Blyholder
36

. Blyholder applied the 

Dewar–Chatt–Duncanson model
37,38

 of organometallic chemistry to surface science; 

electrons are donated from the CO 5 orbital to the metal d orbital, while electron 

backdonation is from the metal into the CO 2* antibonding orbital, as shown in figure 

1.3(a). This hybridization creates four surface electronic states as shown in figure 1.3(b). 

The backdonation into the CO 2* antibonding orbital weakens the C-O bond creating a 

lower activation barrier. The properties of the chemical bond can be studied by vibrational 

spectroscopy, in particular the frequency of the C-O internal stretch (IS) mode.  

 

CO in the gas phase exhibits a single vibrational state, the C-O stretch mode at 2143 cm
-1

, 

however, additional modes appear upon adsorption, including the metal-CO stretch (M) (or 

external stretch) mode, the frustrated rotational (FR), and the frustrated translational (FT) 

modes as shown in figure 1.4. The dynamic dipole moment of the C-O stretch increases 

from 0.1 D in the gas phase to 0.25 D on copper due to the charge transfer between surface 

and molecule
39

. The vibrational energies of these four modes are summarized in table 1.1. 

 

   

Figure 1.3 (a) Schematic representation of Blyholder model. (b) Energy diagram of metal-CO 

electronic hybridization. 
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Figure 1.4 Schematics of vibrational modes of CO on a metal surface 

 

Table 1.1 Vibrational energy of CO on copper surfaces [meV(cm
-1

)] 

 RAIRS
40,41

 

CO/Cu(100) 

HAS
42

 

CO/Cu(110) 

IETS
43

 

CO/Cu(110) 

ESDIAD
44

 

CO/Cu(110) 

Calculation
45

 

CO/Cu(110) 

IS 259 (2089) - 257 (2073) - 260.9 (2104) 

M 43 (347) - - - 49.5 (399) 

FR 35.6 (287) - 36.3 (293) - 35.6, 38.0  

(287, 306) 

FT - 3.2, 3.6 

(25.8, 29.0) 

- 3.1,4.9 

(25.0, 39.5) 

7.7, 7.1 

(62.1, 57.3) 

Table 1.1 IS: Internal stretch mode, M: Metal-molecule stretch, FR: Frustrated rotation, FT: 

Frustrated translation, RAIRS: Reflection absorption infrared spectroscopy, HAS: Helium 

atom scattering, IETS: Inelastic electron tunneling spectroscopy, ESDIAD: Electron 

stimulated desorption ion angular distributions.  

 

Vibrational dynamics of CO on metal surfaces have been widely studied as a model system 

of energy dispersion from the adsorbate to the surface
32

. Vibrational energy can transfer to 

other vibrational modes or decay via creation of electron-hole pairs. Due to the large 

frequency mismatch between the C-O stretch (~2000 cm
-1

) and lower frequency modes 

(~300 cm
-1

) or phonons of metal substrates (~100 cm
-1

), the internal stretch predominantly 

decays via electron-hole pairs. This can be understood as a charge flow between surface 

and molecule caused by the vibration as illustrated in figure 1.5
6,46

: as the C–O bond 

stretches during vibration, the anti-bonding 2* level is lowered towards the metal surface 

and charge flows from the metal surface to the unoccupied orbital of CO
47,48

. This is also 

known as damping via electronic friction
49,50

. Phrased differently, the adsorbate vibration is 

too rapid for the electrons to follow adiabatically, causing the generation of electron–hole 

pairs as a form of non-adiabatic chemistry
51,52

. Persson et al. calculated the vibrational 

lifetime of the C-O stretch mode for CO on Cu(100) by calculating the amount of charge 
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transfer per vibrational cycle, giving a vibrational lifetime of 1.8 ps
53

, which is close to the 

experimentally measured value of 2.0 ± 1.0 ps
54

. Thus, it is accepted that electron friction 

process plays a major role in vibrational deexcitation for high frequency vibrational modes 

on metal surfaces.  

 

Lower frequency modes, in particular the FT mode, can relax adiabatically by coupling 

with substrate phonons
47

. However, both FT and FR modes can in addition relax 

non-adiabatically via electron-hole pair creation. The efficiency of the non-adiabatic 

vibrational deexcitation depends on the spatial overlap between HOMOs and LUMOs
32,47

. 

Since FT and FR modes break the symmetry of the chemisorbed CO, they can cause 

non-adiabatic transitions between HOMOs and LUMOs of different symmetry. In the 

language of electronic friction, both frustrated modes can be dampened via an electron 

density shift in the surface plane. This damping is more efficient for the frustrated rotation 

than the frustrated translation mode, because the frustrated rotation moves the carbon more 

than the oxygen. Vibrational damping by electronic friction is most efficient for the internal 

stretch mode because of the larger charge fluctuation and better overlap with low-lying 

unoccupied orbitals. Krishna et al. calculated vibrational lifetimes for CO/Cu(100): 3.3 ps 

for IS, 13.7 ps for M, 3.8 ps for FR, and 19.5 ps for FT modes
55

. 

 

Figure 1.5 Vibration of the C-O stretch mode causes a 2* orbital to move into and out of the Fermi 

sea of a metal surface, inducing nonadiabatic charge flow between adsorbate and surface, which 

causes the damping of the vibrational resonance. 
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Surface vibrational dynamics are strongly coupled to surface motions such as diffusion and 

desorption, which have been well documented in the literature. For example, surface 

diffusion correlates with a combined FT and FR motion. This was demonstrated by Backus 

et al. using visible pump-SF probe spectroscopy of CO on Pt(533) to reveal the diffusion 

dynamics of CO from the step site to the terrace site in 500 fs
56

. In another example, 

excitation of the high frequency mode by electron tunneling also induced diffusion by 

anharmonic coupling
57

. Diffusion dynamics can also be controlled by switching excitation 

source. Bartels et al. performed combined experiments of STM with a femtosecond laser to 

reveal that the hot carriers created by the laser irradiation induce CO diffusion in both [001] 

and [1-10] direction on the Cu(110) surface, while thermally induced diffusion to [001] is 

unfavorable
58

. This observation was later explained by Ueba et al. as intermolecular 

vibrational coupling in which the FR mode is first excited by hot electrons, following 

energy transfer to the FT mode
59

.  

 

The desorption dynamics of CO has been investigated over the last 50 years. Initially, two 

pulse correlation measurements were widely used, where the photodesorption yield is 

measured as a function of time delay between two pulses of equal intensity. These studies 

built a generally accepted model for photodesorption called desorption induced by 

(multiple) electronic transitions (DI(M)ET)
60-62

, which explains laser induced desorption 

via multiple excitations to an electronically excited state as gradual vibrational ladder 

climbing in the ground state
63

. Later, the correlation between vibrational and desorption 

dynamics was studied by pump-probe vibrational and electronic spectroscopy which lead to 

the conclusion that the excitation of the FR mode is likely involved in the desorption 

process. Bonn et al. observed a sub-picosecond large frequency redshift and significant SF 

intensity reduction of the C-O stretch mode under desorption conditions, suggesting a 

contribution of the FR mode to desorption
21

. A similar conclusion was reached for CO on 

Pt(111)
86, 87

. Recently, ultrafast X-ray spectroscopy with a free electron laser allowed 

observing changes in the adsorbate electronic structure on a sub-picosecond timescale to 

reveal the weakening of the CO-substrate interaction during desorption. A large fraction of 

CO molecules (30 %) was trapped in a transient precursor state prior to desorption 2 ps 

after the pump pulse arrived
64

, while the first picosecond showed the coupling between 

adsorbate and hot electrons, suggesting that the excitation of the FR mode plays a crucial 

role in desorption
65

. Tunneling electrons from the tip of an STM can also induce CO 

desorption as demonstrated by Bartels et al. with a threshold of the sample bias voltage at 

Vs=2.4 V, which was explained by the fact that the motion of a CO molecule is caused by a 

single electronic transition through electron injection into the CO 2* state
58

 in analogy to 

the DIET mechanism
61,66

.  
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The common theme of all these studies is that molecular orbitals of the adsorbate play an 

important role in surface dynamics. This thesis will now explore this theme for CO 

adsorbed on Cu(110) and RuTPP/Cu(110).  
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Chapter 2 

Experimental  

  

Experiments in this thesis were performed in two places, Surface Science Research Centre, 

University of Liverpool, and Surface and Interface Science Laboratory, RIKEN, Japan. In 

my PhD, I have spent 20 months (Oct 2013-May2015) in RIKEN, to perform STM 

experiments at cryogenetic temperature, which are presented in chapters 4 and 6. All 

experiments in this thesis have been exclusively conducted under UHV condition, with 

variety of surface science techniques. Here, the experimental setups and theoretical 

backgrounds are described.  

 

2.1 Surface science in ultra high vacuum 

2.1.1 Ultra high vacuum 

The fundamental study of solid surfaces with an adsorbate molecule requires an atomically 

clean surface. Therefore, the ultrahigh vacuum condition is fundamentally important to 

create and maintain a well-defined surface during the experiments. A surface never remains 

atomically clean at atmospheric pressure because of contaminations from the ambient 

environment. From the state equation of the ideal gas, the rate of adsorption Z [cm
-2

 s
-1

] at 

pressure P [N m
-2

] can be written as
67

,  

     
  

     
 [m

-2
 s

-1
]   (2.1) 

where   is the sticking probability, m molecular mass, k Boltzmann constant [JK
-1

], and T 

the gas temperature [K]. If gas molecules at 0.1 Torr collide with the surface at 300 K, with 

an average molecular mass of 28 and the surface has an atomic density of 10
15 

cm
-2

, the 

surface is fully contaminated in 27 s, assuming a sticking probability of 1, but 

experiments often take several hours. Thus, experiments have to be performed in ultrahigh 

vacuum (UHV) chambers with a base pressure better than 210
-10

 mbar (1 mbar = 100 Pa = 

0.75 torr), to minimize the effect of contamination. UHV condition is achieved by using a 

combination of vacuum pumps including a rotary pump, a turbo molecular pump (TMP), an 

ion getter pump, and a Ti-sublimation pump (TSP). Rotary pump is first used for rough 

pumping to 10
-3

-10
-4 

mbar, followed by TMP pumping down to 10
-9

-10
-10

 mbar. An ion 

pump further improves the vacuum down to 10
-10

-10
-11 

mbar. A TSP is used to pump 

hydrogen gases. The vacuum condition is monitored by an Bayard-Alpert hot thoria coated 

iridium filament ionization gauge (often called a B-A gauge or ion gauge) and also a 

quadrupole mass spectrometer (QMS) for the composition of the residual gas. If the 



12 

 

vacuum needs to be broken, for repairing, changing the substrate, or attaching a new tool 

etc, the vacuum chamber is first filled with an inert gas such as nitrogen before release to 

atmospheric pressure to prevent reactive gases covering the chamber wall. After the 

required work at ambient condition, the chamber is pumped down but it does not achieve 

UHV within a reasonable time because of continuous degassing from chamber walls. To 

enhance degassing for faster pumping, baking is required to heat up the whole vacuum 

chamber. Typically baking is done over 2-3 days at a maximum temperature of 100-120 C.  

 

2.1.2 Cu(110) single crystal  

The single crystal surface is a well defined system which is suitable to study the 

surface-adsorbate interaction at the molecular scale. In this thesis, a Cu(110) surface is used, 

with the copper fcc lattice and the surface structure shown in figure 2.1. The surface unit 

cell has dimensions of 2.56 Å3.62 Å. Copper is a coinage metal which exhibits a higher 

reactivity to CO than gold or silver, but lower than ruthenium and platinum. An important 

feature of the copper substrate is its weak phonon-electron coupling
12,68

, resulting in a 

longer lifetime of hot electrons, which enables to observe electron-vibration coupling with 

200 fs laser pulses.  

 

The sample mount of the copper substrate is shown in figure 2.2. This schematic is for the 

RAIRS setup, but it is almost identical for SFG except for the size and shape of the copper 

crystal. For RAIRS/SFG experiments, a Cu(110) single crystal (15 mm  9 mm and 2 mm 

thick rectangular crystal for RAIRS, 10 mm diameter and 2 mm thick crystal for SFG) was 

mounted to an x-y-z- manipulator via tungsten wire, and differentially pumped by a 

roughing pump. A type-K thermocouple is inserted into the side of the copper crystal to 

monitor substrate temperature. A base temperature of 97 K (SFG) and 83 K (RAIRS) is 

achieved by contact to a liquid nitrogen reservoir. For STM experiments, a similar Cu(110) 

single crystal (10 mm diameter and 1.5 mm thickness) is attached to a tantalum plate and 

inserted into the STM scanning head.  

     

Figure 2.1Schematics of Cu(110) surface and the surface unit cell. Orange and pink circles represent 

the top and the second layer atoms, respectively.  
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Figure 2.2 Schematics of copper crystal mounting onto the manipulator. A tantalum/copper block is 

attached to flow the current for resistive heating. A thermocouple (green line) is directly attached to 

the copper crystal. Ceramics (white block) are used to insulate the crystal for resistive heating. 

Thermal contact is achieved by a copper block attached to a liquid nitrogen reservoir, cooling down 

to 83 K/97 K for RAIRS/SFG.  

 

The Cu(110) single crystal is cleaned in situ by multiple cycles of Ar
+
 sputtering and 

annealing. The sputtering can remove the contamination from the surface by bombardment 

with high energy argon ions, but also damages the copper substrate. Annealing smoothes 

the surface by enhancing the diffusion rate, but also introduces contamination from the bulk. 

Repeating the sputtering/annealing cycles, the surface becomes eventually clean. Ar
+
 ions 

are created by electron bombardment followed by acceleration by the electric field. 

Typically, an argon pressure of 1×10
-4

 torr and 1.0 keV is used for Ar
+
 sputtering. The 

alignment is monitored by the ion current at the copper sample. Annealing is performed 

either by resistive heating (SFG/RAIRS/TPD) or electron bombardment (LT-STM). During 

annealing, the sample temperature is monitored by thermocouple (SFG/RAIRS/TPD) or IR 

thermometer (LT-STM). The annealing temperature is kept at 600-700 K. The surface 

cleanliness was confirmed by a sharp 11 low energy electron diffraction (LEED) pattern, 

temperature programmed desorption, or STM imaging.  

 

2.1.3 Temperature programmed desorption 

Temperature programmed desorption (TPD) is a simple technique to study the energetic 

and surface stoichiometry, first described by Apker
69

. The desorption activation energy Edes 

is approximately equal to the differential heat of adsorption, which makes TPD the simplest 

experiment to measure the bond energy of an adsorbed species. If the observed desorption 

peak is a single peak, the desorption rate per unit area can be calculated with the following 
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equation
70

 

  

  
 

 

    
 
  

  
 

 

 
     (2.2) 

 

where N is the surface coverage [molecule cm
-2

], V is the vacuum chamber volume [m
3
], A 

is surface area [m
2
], Tg is the gas phase temperature [K], P is the pressure increase above 

the background [Pa], and S is the pumping speed [m
3
/s]. If no re-adsorption occurs during 

desorption, and a large pumping speed or low heating rate leads to 
   

  
 

 

 
 , then the 

desorption rate is simply proportional to the pressure increase P. The desorption energy Edes 

can be estimated from the desorption peak temperature Tmax, using the Redhead equation
71

,  

Edes = RTmax[ln (i

    

 
 -3.46)] (2.3) 

 

where   is the heating rate dT/dt. This equation is valid for first order desorption and a 

linear variation of the sample temperature with time and the correct guess of frequency 

factor i. Frequency factor i is assumed to be 10
13

 [s
-1

] from reference
72

. More accurate 

values can be derived by line shape analysis, but this requires multiple TPD data from 

different coverages
73

 or different heating rates
71,74

. 

 

The crystal surface is heated with a constant heating rate (2 K/s in the experiments 

presented in the thesis) and the desorbed molecules from the surface are monitored by 

quadrupole mass spectroscopy (QMS). From the temperature desorption spectra, desorption 

energies for each adsorbate can be derived from the Redhead equation
71

. TPD is often used 

to confirm the sample cleanliness before/after experiments, to measure adsorbate coverage, 

and estimate desorption energies.  

 

2.1.4 Deposition of molecules 

 Carbon monoxide 

For LT-STM experiments, CO molecules were introduced into the UHV chamber through a 

small tube connected to a leak valve. First, the vacuum line of gas dosing is pumped by a 

TMP, then it is filled by CO gas after flushing twice. The purity of CO is confirmed by 

QMS. A small box made of Ta foil is attached at the end of the tube to increase the local 

pressure for achieving efficient adsorption. Since the substrate is taken out from cryostat to 

adsorb CO, the crystal temperature raises. The temperature of the substrate is estimated to 

be at ~30-50 K during CO adsorption from the previously measured temporal evolution of 

the substrate temperature
75

. For SFG, RAIRS and TDS, CO gas was simply introduced 

from the background pressure.  
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 RuTPP 

Deposition of the RuTPP molecules is performed by the sublimation of its powdered form 

onto the Cu(110) surface at room temperature. A solid sublimation doser consists of an 

electrical feed-through flange containing a Ta foil with a filament wire (for LT-STM), two 

copper rods and a K-type thermocouple, as shown in figure 2.3. A glass tube was also used 

instead of Ta foil in SFG/RT-STM, but the principle remains the same. RuTPP is used as 

purchased from Sigma Aldrich. Before the deposition onto the Cu(110) surface, the RuTPP 

doser was degassed over 24 hours ~50 °C lower than deposition temperature to remove 

residual impurity. The presence and removal of impurity (water and solvent) was monitored 

by mass spectroscopy. In Liverpool, the doser was heated by applying a current of 1.4 A, 

which is estimated to produce ~200 C from a previously measured temperature calibration. 

In RIKEN, the attached thermocouple shows ~280 C while dosing RuTPP, but the 

thermocouple is attached to the Ta foil which is a few millimeters away from the molecular 

doser.  

 

Figure 2.3 Schematics of molecular doser for RuTPP 
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2.1.5 Reflection absorption infrared spectroscopy  

Infrared (IR) absorption spectroscopy is a classical tool to study chemical species and is 

routinely used in general organic and physical chemistry to identify chemical bonds. An IR 

electromagnetic field interacts with molecular vibrations by resonant absorption. The 

electromagnetic field EIR induces a change in the transition dipole moment along a 

vibrational coordinate Q. Thus, an IR active molecule must have a dipole moment which 

changes during the vibration. The absorption intensity IIR depends on the change in dipole 

moment; IIR(∂/∂Q)
2
 |EIR|

2
. In a vibrational state picture, this corresponds to a transition 

from the fundamental vibrational state =0 to the first excited state =1. 

 

Reflection absorption infrared spectroscopy (RAIRS) is a surface sensitive IR 

spectroscopy
76

. RAIRS has two selection rules, 1) the molecule must have a transition 

dipole moment 2) the vibrational coordinate must contain the surface normal. The former 

rule is common for any IR spectroscopy, but the latter is unique for RAIRS at metal 

surfaces created by the adsorbate image dipole in the metal substrate as shown in figure 2.4. 

For example, flat-lying CO is IR inactive because its dipole is canceled by the image dipole 

while upright CO has IR active internal and external stretch modes. Tilted CO is also IR 

active, but the signal is lower than in the upright configuration. To maximize the signal, 

RAIRS is carried out at grazing incidence, to enhance the absorption of p-polarized light by 

the adsorbate.  

 

Figure 2.4 Schematic representation of the surface selection rule of IR spectroscopy on a metal 

surface. A perpendicular CO is IR active, but a flat lying CO is not.  
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As a simple example, RAIR spectra of the coverage dependent C-O frequency shift from 

CO on Cu(110) are shown in figure 2.5. Typically, the frequency of the C-O stretch (IS) 

mode identifies the adsorption site of CO, either atop (2000-2130 cm
-1

), bridge (1800-2000 

cm
-1

) or multi-coordinated sites (1650-1800 cm
-1

)
77

. In case of CO on Cu(110), the C-O 

stretch mode appears at ~2090 cm
-1

. STM studies revealed that CO occupies the atop site of 

Cu(110)
78

, which agrees with the prediction from its frequency. The frequency shifts to 

higher wavenumbers (called blueshift) by dipole-dipole coupling. The observed frequency 

shift is much smaller than the excepted value from a pure dipole effect. This is caused by a 

modification of the surface electronic structure, a broadening of the 2* LUMO upon 

delocalization
79-81

 increasing backdonation from the metal d orbital. This effect (known as 

chemical shift) cancels most but not all of the blueshift from dipole-dipole coupling
82

. This 

will be further discussed in chapter 5. 

 

RAIRS has been widely applied to CO on metal surfaces, detecting low frequency 

modes
40,41

, vibrational overtones
83

, hot bands
84

 and combination bands
83

. It is not limited to 

metal surfaces, but nano-particles
85-87

 and oxide surfaces
88

 have also been studied by 

RAIRS. The advantage of RAIRS over SFG is the availability of turn-key instrumentation 

and an easier correlation between intensity and coverage. Broadband SFG has the 

advantage of providing time-resolution down to 100’s of femtoseconds. 

 

 

Figure 2.5 RAIR spectra of CO on Cu(110) at 83 K as a function of CO coverage. CO dosage 

increases from top to bottom.  
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RAIRS experiments were carried out using a UHV chamber (base pressure 110
-10

 mbar) 

interfaced with a Nicolet 860 Magnon FTIR spectrometer via ancillary optics and KBr 

windows
89

. A nitrogen cooled HgCdTe MCT detector allowed the spectral range from 

550-4000 cm
−1

 to be accessed. The spectrometer was operated with a resolution of 4 cm
−1

 

with the addition of 256 scans for each spectrum. The RAIRS chamber is equipped with 

LEED, QMS and Ar
+
 sputter gun. The optical path is purged by CO2 free dry air to reduce 

the absorption by H2O and CO2. The polarization is not controlled in the present 

experiments. RuTPP was first deposited at room temperature, subsequently cooled down to 

87 K while CO exposure and data acquisition were carried out. A reference background 

spectrum of clean or RuTPP covered Cu(110) was subtracted from subsequent spectra.  

 

2.2 Sum frequency generation spectroscopy  

Our main motivation to perform SFG experiments is for time-resolved studies. The 

molecular time scale on a surface can be defined as the time it takes for a molecule to move 

to an adjacent surface site, which typically takes 100 fs
90

. To date, a laser pulse is the only 

experimental tool to access such a short time scale
91

. There are several experimental 

techniques to investigate the surface by short laser pulses. Surface electron dynamics can be 

probed by two photon photoelectron spectroscopy
92-96

. Time resolved study with X-ray 

emission spectroscopy (XES) and X-ray absorption spectroscopy (XAS) are also possible 

using a free electron X-ray laser
64,97

. STM can be combined with a femtosecond laser 

system to follow surface diffusion
98

 and ultrafast carrier dynamics
99

. Surface enhanced 

Raman spectroscopy (SERS)
100

 and IR spectroscopy
19,54

 have also been used for ultrafast 

surface vibrational spectroscopy. 

 

SFG has three advantages compared with other techniques. Firstly, the SF resonant signal 

contribution is dominated by the surface. Secondly, SF spectroscopy is an emission 

spectroscopy in the visible range, which allows us to use a charge coupled device (CCD), 

the most commonly used high sensitivity detector. Thirdly, broadband SF spectra cover a 

wide frequency range with femtosecond time resolution and <10 cm
-1

 energy resolution. 

These three advantages allow us to study the dynamics of vibration
101

, diffusion
56

 and 

desorption
20,21

 with sub-picosecond time resolution.  

 

2.2.1 Theory 

The theoretical basis of SFG was described in 1962
102

, and the first SFG spectra were 

obtained in the 1980s
103-105

. Recent review papers have described the details of the 

theoretical background
106-108

 and current development
32,90,109-112

. This section describes the 

basic theory of SFG to interpret SF spectra, based on the two review papers
90,106

. The 
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incorporation of perturbation theory is required for a more precise description
113,114

.    

 

Sum frequency generation requires the mixing of two incoming photons. For vibrational 

SFG, a fixed visible frequency and a tunable IR frequency beam overlap in time and space 

to generate SFG. Figure 2.6 compares IR absorption, Raman scattering and SFG from the 

vibrational excitation point of view. IR detects the change in dipole moment  as described 

in the RAIRS section, while the Raman spectroscopy response is due to the change in 

molecular polarizability  . In Stokes scattering, the adsorbate gains energy from the 

incident photon, while in anti-Stokes scattering, the molecule loses vibrational energy. SFG 

is an anti-Stokes Raman process following vibrational excitation by an IR pulse. This 

coherent combination of IR and Raman transitions means the sample has to be both IR and 

Raman active.  

 

In linear IR spectroscopy, the induced electric dipole  is given by 

=0+  E    (2.4) 

 

where 0 is the permanent dipole,   is the polarizability of molecular electrons and  E 

corresponds to ∂/∂Q in this simple approximation. From a macroscopic point of view, 

the dipole moment per unit volume, which is equal to the bulk polarization P, is used and 

equation (2.4) can be rewritten as 

P= 0
(1)

 E     (2.5) 

 

where 0 is the electric permittivity in vacuum, 
(1)

 is the macroscopic average of  , known 

as the first-order susceptibility. This term describes the light-material interaction, which can 

be detected by linear IR spectroscopy. In contrast, a short laser pulse provides a strong E 

field, which requires the incorporation of higher order terms to describe P accurately,  

 

Figure 2.6 Schematic illustration of IR, Raman and SF transitions
32  
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=0+  E+ E
2
+E

3
+  (2.6) 

P= 0(
(1)

 E+
(2)

 E
2
+

(3)
 E

3
)  (2.7) 

 

where   and  are first- and second- order hyperpolarisabilities, and 
(2)

 and 
(3)

 are the 

second- and third order non-linear susceptibilities, respectively. In these equations, the 

electric dipole approximation is used, in which the effects of magnetic fields and multipoles 

are ignored.  

 

The electric field E is generated by an electromagnetic wave, which can be expressed in the 

form of a cosine,  

E=E1cos t    (2.8) 

 

where  is the frequency. The induced polarization can be rewritten as  

P= 0(
(1)

 E1cos t +
(2)

 (E1cos t)
 2
+

(3)
 (E1cos t)

3
+) 

 P= 0(
(1)

 E1cos t +
(2)

 1/2 E1
2
(1+cos 2t)

  

PP+1/4 
(3)

 E1
3
(3cost +cos 3t)

3
+)   (2.9) 

 

Equation (2.9) contains second and third order terms showing the doubling and tripling of 

the incident E field frequency. This is the origin of second harmonic generation (SHG) and 

third harmonic generation. If two incident electric fields with different frequencies 1 and 

2 are used instead, the surface electric field can be written as,  

E=E1cos 1t+E2cos 2t  (2.10) 

 

Then the second order term of induced polarization is given by  

P
(2)

= 0
(2)

 (E1cos 1t+E2cos 2t)
2 

(2.11) 

 

Equation (2.11) contains the electric fields at four different frequencies, 21, 22 (SHG) 

1+2 (SFG) and 1-2 (difference frequency generation; DFG). If the incoming beams are 

in the visible and in the IR with frequencies of VIS, IR and electric fields of EVIS and EIR, 

the sum frequency component can be written as,  

SF = VIS+IR    (2.12) 

      
   

 =0
(2)

 EVIS EIR   (2.13) 

 

Equation(2.12) shows the emitted light oscillates at the sum of two incoming frequencies. 

This also means the momentum k must follow kSF=kvis+kIR, To illustrate the surface 

specificity of this even-order non-linear optical process, axis reversal r-r is considered. 

This accompanies the inversion of the sign of polarization and field vectors.  
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P
(2)

(-r) = - P
(2)

(r) 

= 0
(2)

 E(-r) E(-r) 
(  

= 0
(2)

 (-E(r)) (- E(r)) 

= 0
(2)

 E
2
 

= P
(2)

(r)   (2.14) 

 

In a medium with inversion symmetry, equation (2.14) can be fulfilled only for 
(2) 

= 0, 

meaning SFG is forbidden. In contrast, a surface breaks the inversion symmetry, 
(2) 

has a 

non-zero value and therefore SFG is allowed. In addition to the macroscopic asymmetry, 

molecular level asymmetry is required to be SF active. For example, the alkane chain of a 

self-assembled monolayer often contains two CH2 groups in mirror positions, which are SF 

inactive because the sum of their individual electric polarizations is zero. A disordered 

adsorbate also becomes SF inactive for the same reason. 

 

SFG allows us to resolve the vibrational resonance with an energy resolution of a few 

wavenumbers. Initially, SFG was developed with a scanning picosecond laser system 

because a femtosecond laser pulse must contain a large bandwidth due to the uncertainty 

principle. Later, broadband multiplex SFG (BB-SFG) with a femtosecond laser system was 

demonstrated
115,116

. Instead of a picosecond laser system, BB-SFG requires a femtosecond 

IR pulse and picosecond visible pulses to realize time and energy resolution simultaneously. 

Figure 2.7 shows a schematic illustration of BB-SFG. The femtosecond IR pulse covers a 

wide frequency range in a single shot but the resonant IR absorption is governed by the 

intrinsic linewidth of the molecule, which is determined by its vibrational lifetime. 

Spectrally narrow picosecond visible light induces the Raman transition from the 

vibrationally excited state to a virtual state, which is called upconversion. Then, the SF 

photon is emitted with a linewidth that corresponds to a convolution of the molecular 

linewidth 01 and the upconversion width vis.  

 

BB-SFG requires two laser pulses of different frequency and linewidth. A femtosecond 

visible laser pulse is first created, then the IR pulse is generated by optical parametric 

amplification. To spectrally narrow visible light, an etalon is used as described in the next 

section. 
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Figure 2.7 Schematic diagram of the sum frequency process in broadband SFG 

 

2.2.2 Nonresonant background suppression  

The SFG spectrum reflects the vibrational resonance at the interface, but it does not provide 

direct information on the molecular hyperpolarisability. This is because the surface 

electrons also respond to the incoming fields and generate so-called non-resonant SFG, 

which interferes with the light emitted resonantly by the adsorbate. The phase between the 

resonant and nonresonant contribution cannot be determined a priori, which makes the 

analysis of SFG spectra complex (see 2.2.3). Moreover, the SF signal reflects |
(2)

|
2
, not 

(2)
, 

which loses information of the sign. The accurate determination of 
(2) 

requires an 

introduction of a local oscillator with known phase
117-119

. SFG spectroscopy with a local 

oscillator is known as heterodyne SFG and can provide the sign of 
(2)

 which can reveal the 

absolute orientation of molecules at the interface
120,121

. 

 

The main origin of NR-SFG on metals is the surface dipole while dielectric media show a 

dominant bulk quadrupole contribution
122,123

. On a metal surface, NR-SFG depends on the 

frequency of the visible light and the substrate
124

 which indicates that NR-SFG reflects the 

surface electronic structure in analogy to SHG. NR-SFG changes its intensity and relative 

phase by introducing adsorbates, because they can alter the surface electronic structure. 

Guyot-Sionnest et al. reported the reduction of the NR-SFG signal by CO adsorption onto a 

W(100) surface
125

, the Somorjai group reported that the NR-SFG intensity and phase from 

Fe(111) surface depends on adsorbates
126

. For example, the relative phase between resonant 

and NR signals is inverted after oxidation of an iron surface. This change in phase by 

oxidation is observed on copper surfaces, during methanol synthesis
127

 and initial oxidation 

of SAM
128-130

. It should be noted that oxidation does not always produce a phase shift, for 
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example in the case of a Ru(001) surface, the phase is nearly constant before and after 

oxygen adsorption
131

.  

 

However, extracting information from NR-SFG is not easy and makes it more difficult to 

assign the resonant contribution. The Dlott group introduced a clever method to reduce the 

intensity of NR-SFG using an etalon
132,133

. The etalon allows us to change the shape of the 

visible pulse to upconvert specifically only the vibrationally resonant response. The idea of 

this scheme is shown in figure 2.8. At the time zero, an IR pulse generates a nonresonant 

and a resonant polarization. The latter decays over a few ps, the vibrational lifetime of the 

molecule, while the nonresonant polarization decays within a few fs. The etalon generates 

an asymmetric temporal profile as shown in figure 2.7. A Gaussian pulse can be also used 

as reported by Ishibashi et al.
134

 and Stiopkin et al.
135

, but is less efficient when compared 

with the use of etalon. It should be noted that Weeraman et al. proposed an inverted etalon 

pulse to suppress the nonresonant background
136

.  

 

Figure 2.8 A temporal evolution of IR pulse, induced polarization and etalon pulse. 
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The construction of an etalon is very simple; two glasses are separated by an air gap d 

which is about 10 m wide. These glasses give multiple reflections, to generate a pulse 

train. If the pulse train is shorter than the pulse width, a continuous pulse is achieved. The 

pulse train interval is RT = 2d/c which is called the free spectral range (FSR). The phase 

difference  between reflections depends on the incident wavelength 0 and the refractive 

index n between the two glasses, the incident angle  and the thickness d 
137

, 

 

=
 

 
ndcos().  (2.15) 

 

Constructive interference between pulses in the train leads to an exponentially decaying 

pulse shape with a decay time for the intensity of  

 

     =  
    

    
.
   

(2.16) 

    

Here, R is the reflectivity of the glass. Our etalon characteristics are R=95.5 % and d=10.77 

m
138

 resulting in =780 fs which corresponds to a spectral resolution of 6.9 cm
-1

. The 

measured spectral resolution is 7.2 cm
-1

. A more detailed discussion of pulse shape effects 

can be found in reference
135,138

. If this pulse is delayed sufficiently, then only resonant 

polarization is upconverted. 

  

As an example of NR-SFG suppression, SF spectra of CO on the Cu(110)-(21)O surface 

are shown in figure 2.9. The resonant C-O stretch peak interferes with the NR background, 

resulting in a dip in the spectra. This resonant contribution is small compared to the 

nonresonant background making the analysis harder. If a time delay of 1.3 ps between IR 

and visible pulse is introduced to reduce the nonresonant background, the peaks appear at 

almost the same position of the dip. The centre frequency of the main peak is 2112.1 cm
-1

, 

which is assigned to the C-O stretch mode of CO on Cu(110)-(62)O surface
139

, rather than 

CO on Cu(110)-(21)O surface where the frequency of the C-O stretch mode should be 

2105 cm
-1

. We initially attempt to study CO on Cu(110)-(21)O, however, the sudden 

transition from 2093 cm
-1

 for CO on a bare Cu(110), to 2112 cm
-1

 for CO on 

Cu(110)-(62)O was observed. This can be explained by different Raman tensor or 

adsorption energy to oxidized surfaces. A second peak at 2083 cm
-1

 is also resolved in 

addition to the main peak at 2112,1 cm
-1

. This peak is further characterized as a vibrational 

hot band by measuring the fluence dependence as shown in figure 2.9(b).  
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A hot band is a vibrational transition from an excited vibrational state as schematically 

shown in figure 2.10(a). If an incoming IR pulse is intense, the adsorbate interacts with the 

IR pulse more than once. The adsorbate absorbs the energy of the IR pulse to induce a 

vibrational transition. This transition populates the vibrational excited state, as shown in 

figure 2.10(b). If the adsorbate absorbs a second IR photon after the creation of the 

vibrational excited state, the vibrational transition from the first excited state to the second 

excited state (=12) becomes possible. This emits a SF photon with the sum frequency of 

visible and 1-2. This transition is called hot band transition. The first observation of a hot 

band transition was from hydrogen on silicon surfaces
140,141

, and then extended to metal 

surfaces. The = 12 vibrational hot band of the C-O stretch mode on Ru(001)
142

 and 

Ir(111)
143

 has also been reported.  

    

Figure 2.9 SF spectra from CO/Cu(110)-(62)O, (a) with different visible-IR time delays (b) as a 

function of IR fluence.  

 

   

Figure 2.10 (a) Schematic diagram of the hot band transition. (b) A simulated population change of 

the vibrational states. The intense IR pulse arrives at time zero.  
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2.2.3 Fitting SFG spectra 

The SF intensity is the square of the induced polarization from equation (2.13)  

ISFG()=|P
(2)

()|
2   

(2.17) 

 


(2) 

is written as a sum of a constant nonresonant term (if the visible SF frequency is far 

from electronic resonance) and Lorentzian term for the vibration
106

: 


(2)

 =Res
(2)

 +NR
(2)

=ANR  
     + 

  

         
  (2.18) 

 

where ANR and An are the amplitude of nonresonant and n
th
 resonant susceptibility,  NR is 

phase of nonresonant susceptibility, R is the resonance frequency and  is the linewidth. 

An inhomogeneous Gaussian contribution can be incorporated in the form of a Voigt 

function.  

 

Fitting a single peak of the C-O stretch mode is trivial, as there are only two components: 

resonant and nonresonant, and the resonant contribution is much larger than NR-SFG. The 

centre frequency and linewidth of NR-SFG can be separately determined from a bare metal 

surface spectrum. The variable parameters for fitting are resonant frequency, linewidth, and 

height for resonant and nonresonant contributions. For our experiment, the etalon delay 

technique can almost completely remove the NR contribution. 

 

2.2.4 Laser system for pump-probe experiments 

The sub-picosecond pulse width of the laser allows us to perform pump-probe spectroscopy 

to reveal ultrafast phenomena. In pump-probe spectroscopy, two laser pulses are separated 

in time. The first pulse, called the pump pulse, induces a change in the system e.g. excites a 

vibration, increases electron temperature or induces desorption. The second pulse is called 

the probe pulse and measures the time evolution of the system. SFG spectroscopy is used as 

probe, which requires two laser pulses in the IR and visible region. The time delay between 

the three beams can be adjusted by changing the travel distance using translational delay 

stages. The rest of this section is devoted to explaining how to make femtosecond pulses 

with three different frequencies: IR, upconversion visible, and visible for pump beam. The 

details of the laser system and associated theory are well documented in Symonds’ PhD 

thesis
22

.  

 

A temporally short laser pulse must contain the wide range of frequencies known from the 

inverse Fourier transform relationship. This can be achieved by the constructive overlap of 

different frequency pulses in the laser cavity. This process is called mode locking, and is 

done in the Ti:Sapphire (Ti:S) oscillator. The Ti:S oscillator produces femtosecond laser 
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pulses with nJ fluence. These pulses have to be amplified to mJ by chirped pulse 

amplification (CPA). The laser pulse is first stretched in the time domain by a grating to 

induce different frequencies to travel different path lengths. This avoids damage to the 

optics in the amplification process and pulse distortion by higher order effects by stretching 

the pulse to 200 ps, thus lowering its intensity. This chirped pulse is amplified in a Ti:S 

crystal pumped by Nd:YAG laser. Finally, the chirped pulse is compressed in time. The 

beam shape, pulse width and pulse front tilt can be measured by frequency resolved optical 

gating (FROG)
144

.  

 

A 150 fs femtosecond 800 nm pulse is amplified to about 10 mJ. This beam is split into 

three parts. Two of them travel to the two TOPAS (traveling-wave optical parametric 

amplifier of superfluorescence). TOPAS has two stages to create tunable pulses. In the first 

stage, optical parametric amplification creates tunable visible pulses, called signal and idler, 

with photon energies which add up to the photon energy of the 800 nm beam, for example:  

 

      
  

 

       
 

 

       
 

 

Next, the signal and idler pass into a second section which generates their difference 

frequency in an AgGaS2 crystal. This process creates the tunable IR pulse. 

 

       
  

 

       
 

 

       
 

 

In this example, signal and idler produce light at 5 m = 2000 cm
-1

, which is suitable to 

observe the internal stretch mode of CO. A second TOPAS creates a tunable visible pulse. 

In the second stage, a BBO crystal produces SFG, DFG or SHG from a combination of 

signal, idler and residual 800 nm pump pulse to cover a range from 250 nm to 2400 nm.  

 

2.2.5 Setup and alignment  

Experiments were performed with an amplified 10 Hz femtosecond laser system combined 

with an ultra-high vacuum chamber
22,145

 as shown in figure 2.11. A Millennia Pro 

diode-pumped laser (532 nm, 5.75 W) pumps the Tsunami Ti:sapphire (Ti:S) oscillator to 

generate 90 fs, 800 nm pulses at 82 MHz repetition rate. This pulse is amplified in a Ti:S 

amplifier (TSA-10) which is pumped by a frequency doubled Nd:YAG laser at a repetition 

rate of 10 Hz. The amplifier produces 150 fs pulses of 10 mJ, which enter the two TOPAS 

to produce tunable mid-IR and visible pulses. The mid-IR wavelength can be tuned from 

3-11 m with 200 fs pulse width, and visible to near IR wavelength from 200-2400 nm. In 

this thesis, 800 nm, 532 nm and 400 nm pump pulses are used. The remainder of the 800 

nm pulse is passed through an etalon (SLS Optics) to produce an upconversion pulse of 
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about 7 cm
-1

 spectral width, time-shifted by 1.3 ps to reduce the nonresonant sum frequency 

signal
133

. The reported delay time is the time between the pump pulse and the infrared pulse. 

All three beams are p polarized with an average incidence angle of 67 and 5 difference 

between the pump pulse and the collinear 800 nm and IR beams. The visible pulse may 

exceed the damage threshold of the sample. The intensity of visible pulses can be decreased 

by the combination of zero order half-waveplate and polarizing beam splitter. The IR and 

visible pulses pass through a dichroric mirror for collinear incidence on the crystal. 

 

It is not trivial to align the laser into the UHV chamber. Firstly, an equivalent position to the 

sample crystal is needed to align the laser outside the chamber. This guides the laser pulse 

through a flipped mirror and lens to focus onto the sample crystal. Secondly, a pinhole is 

placed at the equivalent position. If all three beams go through the pinhole, spatial overlap 

is achieved. Thirdly, after obtaining spatial overlap, the pinhole is replaced with a 

non-linear crystal. Mechanical delay stages with mirrors permit adjustment of the temporal 

delay, which is optimized by maximizing SFG or DFG of the beams in the nonlinear crystal. 

Finally, this light is traced by a HeNe laser, which then traces the SFG path from the UHV 

chamber to the detector.  

 

Further alignment in the UHV chamber is performed using the SF signal from a saturated 

CO/Cu(110) sample and nonresonant IR-IR-visible sum frequency signal. The mid-infrared 

and visible upconversion pulses generate a nonresonant 
(3) 

signal at 2IR+VIS, which can 

be detected at 600 nm. This infrared-infrared-visible (IIV) sum frequency signal is reduced 

by the pump pulse. Figure 2.12 shows the nonresonant IIV-SFG signal as a function of time 

delay between pump and SF probe signal, together with calculated electron temperature 

convoluted by the 200 fs width of the infrared pump pulse. The reduction in IIV-SFG 

follows the calculated electron temperature and is likely caused by a temperature-dependent 


(3)

, similarly to the electron temperature dependent 
(2)

 response observed for Cs/Ir(111)
24

.  

 

A narrow band pass filter is placed before the spectrograph to cut the residual visible pulse. 

The SF signal is detected by an intensified charge-coupled device (ICCD I-Star from 

Andor) on an Acton 0.3 m imaging spectrograph with a dispersion of 0.6 cm
-1

/pixel.  
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Figure 2.11 Schematic of setup for pump-probe SFG 

 

 

 

Figure 2.12 Nonresonant IR-IR-visible sum frequency signal as a function of time delay between a 

400 nm pump pulse (absorbed 10 Jm
-2

) and femtosecond SF probe pulses. The solid line is the scaled 

convolution of the electron temperature with a 200 fs probe pulse.  
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2.3 Scanning tunneling microscopy  

After the invention of the STM by Binnig and Rohrer in the early 1980s
146,147

, this atomic 

resolution microscope became a powerful tool to understand the structure, properties and 

chemical reactions at solid surfaces. A key component of STM is the tip. An atomically 

sharp metallic tip is brought close to a conductive sample. By applying a voltage to create a 

small potential difference between the tip and the sample, electrons tunnel between them. In 

the experiments of this thesis, the bias voltage Vs is applied to the sample. Alternatively, the 

voltage bias can be applied to the tip. The exponential decay of the wave functions from the 

tip/sample into the vacuum gap provides a sufficient overlap when their distance is about 1 

nm apart; at this point a tunneling current (It) can be measured. The tip is scanned across 

the sample surface by using a piezo-electric tube, which typically expands/contracts by 0.1 

nm per millivolt
67

. The tunneling current varies with tip-sample distance (z) which reflects 

the corrugation of the surface. The current decreases by approximately an order of 

magnitude with an increase of distance z by 1 Å.  

 

2.3.1 Theory 

Classically, the electrons in the solid require a minimum energy to escape into the vacuum 

which is known as the work function and is typically several eV. However, when the 

tip-sample distance becomes less than 1 nm, electrons are able to pass through the vacuum 

gap, known as electron tunneling. Electron tunneling was demonstrated in the 1960s by 

Giaver, and this work led to the demonstration of vacuum tunneling in the early 1970s
148

. 

Figure 2.13 displays an energy level diagram for an STM tip close to a conductive substrate. 

The grey shaded area shows the occupied states of the sample and tip. Without applied bias, 

the vacuum levels of tip and sample line up. A positive bias applied to the sample lowers its 

Fermi level and electrons can transfer from the tip into the unoccupied states of the sample 

as shown in figure 2.13(b). 

 

Figure 2.13 Energy diagram of a metallic tip and a metal substrate. (a) before applying voltage, (b) 

positive Vs is applied, (c) negative Vs is applied. 
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Quantitative understanding of tunneling current between the tip and the sample can be 

gained by quantum mechanics. Here, the basic theory of tunneling is described. For full 

description of the theory, the reader is guided to other references
75,148-150

. In quantum 

mechanics, an electron with energy E in a one dimensional rectangular barrier U satisfies 

the Schrödinger equation,  

   
  

  

  

   
   +U(z)(z)=E(z)    (2.19) 

 

where (z) is the wavefunction of the electron. Equation (2.19) for the classically allowed 

region, E>U is: 

(z)= (0) exp(ikz)    (2.20)  

 

where the wave vector k can be written as 

k=
        

 
.     (2.21) 

 

On the other hand, in the classically forbidden region E<U,  can be written as 

(z)= (0) exp(-z)    (2.22) 

 

where  is the decay constant given by, 

=
        

 
.     (2.23) 

 

The above equation shows the electron can penetrate the potential barrier, and the 

probability density is proportional to |(0)|
 2

 exp(-2z). The height of the barrier U is the 

average of the workfunctions of tip and sample: =
 

 
       If the applied bias voltage 

VS is much smaller than the workfunction, the decay constant  can be approximated by: 

  
   

 
.     (2.24) 

 

Using eV as the unit of the work function Φ and Å
−1

 as the unit of the decay constant,  can 

be written as 

               Å−1
.
    

(2.25) 

 

Metal surfaces have a work function of typically 4-5 eV
151

. Thus, for every Angström 

increase in the tip-sample distance, the tunneling current will decrease by about one order 



32 

 

of magnitude.  

 

The tunneling current is proportional to the number of states in the sample in the energy 

range EF-eVs which can be written as,  

It  
 
     

   
         

exp(-2a)  (2.26) 

 

where a is the tip-sample distance. If Vs is small enough for the density of states between EF 

and EF-eVs to remain constant, the tunneling current can be expressed by using the local 

density of states (LDOS) at the Fermi level, ρS(z, EF), which is defined as the number of 

electrons per volume per energy, at a given point in space and at a given energy, as  

ρS(z, EF)=
 

   
  

 
     

 
 

  
         

   (2.27) 

 

The tunneling current is then given by, 

It VρS(0, EF) exp(-2a).   (2.28) 

 

Equation (2.28) shows that tunneling current It depends on the LDOS of the surface and 

shows exponential decay in distance. For a more accurate description, the effect of the tip 

LDOS needs to be considered which is achieved by Tersoff and Hamann
152,153

 who applied 

the Bardeen approach
154

 to the tip-vacuum-sample system.  

 

2.3.2 STM imaging 

There are two operation modes for STM imaging, constant-current or constant-height as 

shown in figure 2.14. In constant-current mode, the measured current I is compared to a 

preset current by a feedback circuit. Once the tunneling current changes due to a variation 

of topography or electronic structure at the surface, the feedback system reacts and changes 

the tunneling current back to the original value (set point). The feedback signal is recorded 

together with the x-y position of the tip while scanning the surface. An image obtained in 

the constant current mode reflects the variations of LDOS of the surface. In constant-height 

mode, the tip-sample distance z remains constant and the tunneling current is recorded 

during the scanning of the surface. Generally, the constant-current mode provides better 

resolution while the constant-height mode allows faster scanning. The STM images in this 

thesis were obtained using constant current mode.  

 

An STM image can provide rich information on the adsorbate. For example, an STM image 

of CO on Cu(110) is shown in figure 2.15. CO molecules appear as darker circles showing 

their apparent relative height is lower than other areas of the copper surface. This does not 
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mean CO dents the surface. As discussed in the previous section, tunneling current depends 

on the tip-sample distance and also on the DOS of tip and sample. The apparent lower 

height reflects a lower DOS around the Fermi level at the CO molecule. CO molecules do 

not form a molecular island structure due to repulsive interactions, but form dimer and 

longer molecular chains predominantly along the [001] direction
78

. The lower apparent 

height at the edge of chains indicates that DOS is localized in the centre of a chain. 

 

 

Figure 2.14 Schematic representation of (left) constant height, (right) constant current mode. 

 

 

Figure 2.15 STM image of 0.03 ML CO on Cu(110) at 4.7 K, Vs=0.1 V, It=1 nA. Labels m,d,t 

corresponds to CO monomer, dimer and trimer, respectively.  
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2.3.3 Scanning tunneling spectroscopy  

The tunneling current is proportional to the LDOS at the surface. Thus, applying a voltage 

ramp to the tunneling junction (with feedback loop off) can yield the LDOS. This is known 

as scanning tunneling spectroscopy (STS) or dI/dV spectroscopy. Since DOS is derived 

from the dispersion relationship between energy and the momentum of electrons, the 

amplitude of tunneling current reflects the DOS at each bias voltage. The spectroscopic 

signal dI/dV can be directly obtained by a lock-in amplifier technique
155,156

. For dI/dV 

measurement, the maximum applied bias should be smaller than the work function of tip 

and sample. If Vs becomes comparable to the work function of tip or sample, then the 

transmission coefficient depends on the sample bias in an exponential manner. An 

alternative method is dZ/dV measurement which measures tip-sample distance z against  

Vs for a work function measurement.  

 

Experimentally, the STM tip is positioned over the target point, setting I and Vs, with 

feedback loop off, then a triangular wave is applied as DC offset using a function generator. 

The oscilloscope and the lock-in amplifier record I-V and dI/dV curves, respectively. 

Typical parameters for STS are modulation frequency 797 Hz, modulation amplitude 40 

mV, initial current (I0) 50-500 pA, and initial voltage (V0) 0.1-1 V. 

 

2.3.4 Action spectroscopy with STM 

If DOS of tip and sample are constant over the measured energy range, the tunneling 

current depends linearly on the applied sample bias voltage in an elastic process. Inelastic 

electron tunneling occurs when electrons from the tip enter specific quantum states of 

atoms or molecules. This process can be used to detect vibrational or electronic excitations 

of molecules, known as STM inelastic tunneling spectroscopy (STM-IETS)
157

. The IET 

process occurs by electron trapping into a molecular orbital to form a tentative ion resulting 

in a change in potential energy surface, analogous to resonant scattering in HREELS
158,159

. 

 

The excitation of vibrational modes or electronic transitions can induce a motion of the 

atom or molecule. This motion occurs with a certain reaction probability at each applied 

bias voltage. If the reaction yield (Y) is measured as a function of applied bias, “action 

spectra” are obtained
120

. Action spectra reflect the active vibrational modes or electronic 

states that are responsible for the given motion. The yield Y is often described as the 

probability per electron to trigger adsorbate motion. The adsorbate motion can be detected 

by subsequent STM imaging. Quantitatively, it is possible to estimate the reaction yield per 

electron from the change in the conductance, as shown in the schematic of figure 2.16. The 

threshold obtained from a Y(Vs) curve reveals the energy required to activate the motion. 
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Figure 2.16 Schematic representation of I-V trace for a single pulse to detect an event. The shaded 

area corresponds to the total number of tunneling electrons before the reaction happens. 

 

Molecular motion caused by STM-IET was first investigated by the Ho group
160,161

. The 

concept of STM action spectroscopy (STM-AS) was later introduced by Kawai et al.
162

 and 

developed mainly for vibrational spectroscopy
27,28,160,161,163,164

, but also used for electronic 

transitions
30,165,166

. As a microscopic vibrational spectroscopy, IET can also be utilized to 

detect the vibrational differential conductance known as STM-IETS
167,168

, in contrast 

STM-AS can detect a vibrational signal from a vibration-mediated reaction. An advantage 

of STM-AS over STM-IETS is the higher intensity of reaction yield compared to 

conductance change, because the reaction yield reflects vibrational DOS at the responsible 

vibrational energy for the observed reaction
164,169

 while STM-IETS detects d
2
I/d

2
V signal 

resulting from a few percent of differential conductance change.  

 

STM-AS has been used to identify the mechanism of chemical bond breaking, such as the 

dissociation of trans-2-butene on Pd(110)
27

 and (CH3S)2 on Cu(111)
28

 by the excitation of 

C-H stretch mode, and the dehydration of CNHCH3 on Pt(111) by electron attachment to 

the LUMO (* orbital)
165

. The combination of STM-AS and dI/dV spectra allows us to 

experimentally reveal the correlation between the reaction mechanism and the local 

electronic structure, for example Henzel et al. proposed that the isomerization of an 

azobenzene derivative is caused by electron injection into the LUMO+1 state
166

. 

 

The experimental procedure is as follows. First, an STM image is collected and the STM 

tip fixed to the point of the measurement with the feedback loop off. Then, the bias voltage 

is set to zero for a few tens of milliseconds to stabilize the STM junction at zero current. 

Next, tunneling electrons are injected into the molecule at a certain Vs until a reaction or 

adsorbate motion appears as change in the tunneling current It, as shown in figure 2.17. The 

sudden change of It around 0.6 sec from 5 nA to 1 nA indicates the desorption of CO from 
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CO-RuTPP/Cu(110) in this case. The event is confirmed using the subsequent STM 

imaging. The time required for the single event t can be obtained directly from the current 

trace. The distribution of t for a number of events follows an exponential distribution 

because the reaction probability per time should be constant: 

     
 

 
     

 


      (2.29) 

 

where  is the time constant which can be obtained from the experimentally measured 

distribution of t by fitting.  

 

The number of injected tunneling electrons ne to induce an event is calculated by ne= t  I/e, 

where e is the elementary charge (1.602  10
-19

 C). The reaction yield Y is then determined 

as 1/ne 
160

. The  can be treated as simply an average of t, if t follows the exponential 

distribution
164,170

. A sufficient number of events should provide the averaged t close to the 

expected value of the exponential distribution given by 

 

Et=         
∞

 
 =.   (2.30) 

 

The resulting Et is identical to the time constant  obtained by exponential fitting. Thus,  

and Y can be obtained by measuring the average of t if the reaction probability is constant 

and/or t follows the exponential distribution. The desorption yield Y was calculated from Y 

= e/It. The averaged values of Y(V) were obtained by repeating the aforementioned 

experiment, typically ten times for each Vs.  

 

Figure 2.17 A typical current trace for desorption of CO from CO-RuTPP on Cu(110).  

6

5

4

3

2

1

0

c
u
rr

e
n
t 

I t
 /

n
A

1.51.00.50.0
time /sec



37 

 

2.3.5 Setup 

 Omicron-LT STM 

All STM experiments at 4.7 K and 77 K have been performed in RIKEN, Japan, with 

Omicron-STM. The Omicron design of the STM scanner uses a single piezo tube, which 

was first reported by Binnig and Smith in 1986
171

. The single tube design has become 

popular due to its compact and simple structure. The sample is fixed in the Omicron 

LT-STM (and also SPEC-STM for room temperature experiments) and the tip is scanned. 

When a voltage is applied, the tip is moved by piezoelectrics which expand/shrink with 

sub-nano meter precision. In addition, the coarse motion of the scanner is also required to 

approach/retract the tip to/from the sample on a cm scale, to enable sample/tip exchange. 

The coarse motion is operated by X/Y- and Z- sliders, which use piezoelectric bars to 

control the movements. 

 

 Topographic images  

The topographic images were acquired with Omicron SCALA PRO software (or SPECS 

software for RT-STM) and were processed by the WxSM program provided by Nanotec
172

. 

Images presented in this thesis were acquired in constant current mode. The calibration of 

length and angle is performed with a reference clean Cu(110) surface image. The plane 

function is used to correct the slope of the scan. The flatten and the smooth function are 

also used for some of the images to improve the quality of image contrast. The typical 

scanning conditions were Vs=50-1500 mV, It=0.01-1.0 nA, and a scan speed of 3-5 Hz. An 

oscilloscope (Waverunner, NF) for current trace, function generator (Wavefactory WF1945, 

NF) for controlling current in STS and lock-in amplifiers for recording dI/dV signal were 

also installed in the system. The schematics of the whole STM measurement system are 

shown in figure 2.18. 

 

 Cryostat and vibrational isolation 

The room temperature STM image is often affected by thermal drift; the scanning position 

moves due to the temperature difference between the tip and the sample. To minimize the 

thermal drift, cryogenic temperatures are required. A double cryostat system was used in 

the Omicron STM chamber at RIKEN, where outer and inner cryostats are filled with liquid 

nitrogen and helium (
4
He), respectively, to achieve 4.7 K for the STM head and tip. Copper 

cylindrical shields are mounted around the scanner head to reduce radiative heating. The 

temperature is monitored using a silicon diode sensor. The entire apparatus is held by 

vibration-isolators with constant nitrogen gas feed, which allows the system to be 

decoupled from the ground. For further vibration-isolation, the STM head is suspended by 

three wires from the top of the chamber during scanning.  
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 UHV system for STM 

As with other UHV systems, the vacuum is maintained by a turbomolecular pump, an ion 

getter pump, and a Ti-sublimation pump. The turbomolecular pump is switched off during 

STM measurement to avoid interfering noise, and only an ion getter pump is used to 

maintain UHV. The STM chamber and the preparation chamber are separated by a gate 

valve and each chamber has its own pumping system, with which the base pressure is kept 

at 1 × 10
−10

 Torr (preparation chamber) and 3 × 10
−11 

Torr (STM chamber). A loadlock 

chamber was also attached for introducing samples into the UHV system. The samples and 

the STM tips can be transferred between the three chambers with a magnetically coupled 

transfer rod.  

 

 Tip preparation  

An electrochemically etched tungsten tip is used for STM measurement, due to its 

mechanical stiffness and flat DOS near EF. A tungsten wire with a diameter of 0.15 mm is 

etched in NaOH solution using a commercial tip making device (TM59060, JEOL) in 

which a voltage is applied to the tip for etching, and automatically stopped when the edge 

of the tip falls apart. The sharpness of the tip apex is confirmed by an optical microscope 

prior to UHV installation. The tip apex is initially covered with oxide and impurities, which 

inhibit STM performance. Further treatment of the tip is required in UHV. There are two 

methods to change the tip condition. One is applying a high voltage pulse (10 V) for a large 

degree of change and another is a soft crash to a sample for a smaller degree of change. For 

STS or STM-AS, the linearity of the I-V curve is critical to obtain reliable spectra, which 

should be confirmed prior to measurement. A good tip provides linear and symmetric I-t 

and I-V curves.  

 

Figure 2.18 Schematic representation of STM imaging and spectroscopy measurement system.  
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Chapter 3  

Coverage dependent non-adiabaticity of CO on 

a copper surface  

 

In this chapter, SFG studies of CO/Cu(110) surface are presented together with relevant 

theoretical background. The coverage-dependent energy transfer dynamics between hot 

electrons and CO on Cu(110) were studied by femtosecond visible pump, sum frequency 

probe spectroscopy. Transients of the C-O stretch frequency display a red shift, which 

increases from 3 cm
-1

 at 0.1 ML to 9 cm
-1

 at 0.77 ML. Analysis of the transients reveals that 

the non-adiabatic coupling between the adsorbate vibrational motion and the electrons 

becomes stronger with increasing coverage. This trend requires the frustrated rotational 

mode to be the cause of the non-adiabatic behavior, even for relatively weak laser 

excitation of the adsorbate. The coverage dependence is attributed to both an increase in the 

adsorbate electronic density of states and an increasingly anharmonic potential energy 

surface caused by repulsive interactions between neighboring CO adsorbates. This work 

thus reveals adsorbate-adsorbate interactions as a new way to control adsorbate 

non-adiabaticity.  

3.1 Introduction 

An important part of current surface dynamics is concerned with energy transfer between 

substrate and adsorbate through non-adiabatic coupling between substrate electrons and 

adsorbate nuclear motion
52

. It occurs on timescales of femto- to picoseconds and is the 

focus of surface femtochemistry
6
. Of particular interest have been non-adiabatic reaction 

channels leading to thermally inaccessible pathways, such as hot electron induced CO2 

production
173

 or CO diffusion
174

. Hot electrons are not the sole concern of surface 

femtochemistry, but also play a major role in plasmon-enhanced photochemistry
10,175

. 

 

Despite numerous studies establishing the presence of the phenomenon
6,90,176

, it is still 

unclear why certain adsorbate/metal systems will behave more non-adiabatic than others 

and whether the degree of coupling can be predicted or even controlled. Only few studies 

have addressed this challenge and made a link to traditional surface reactivity concepts: 

adsorbates on step sites couple more strongly to hot electrons than adsorbates on terrace 

sites due to a higher adsorbate-projected density of states at the Fermi level, as shown for 

CO and NO on platinum
26

; NO exhibits faster coupling to hot electrons than CO on iridium 
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since its unoccupied states are closer to the Fermi level
25

; the number of vibrational states 

participating in the hot-electron induced reaction strongly influences the reaction rate
177

; 

adsorbates with higher desorption energy couple more strongly to hot electrons
178

. A key 

concept in surface science presently without a surface femtochemistry equivalent is the use 

of adsorbate-adsorbate interactions to control reactivity
179

. Here it is demonstrated that 

non-adiabaticity can be controlled through adsorbate-adsorbate interactions by the 

relatively simple means of changing adsorbate coverage. 

 

A widely studied model system in this field is CO on copper surface, because the internal 

stretching vibration shows a clear non-adiabatic response to femtosecond pulses well below 

the desorption threshold
18,19

. Femtosecond laser heating of metal surfaces disturbs the 

electron-phonon equilibrium and generates a hot electron bath with a temperature of around 

a thousand Kelvin for a few picoseconds (figure. 3.1). The faster the observed vibration 

changes frequency, the more non-adiabatic the observed process
90

. Copper is an ideal 

substrate to separate electron and phonon driven processes in the time domain due to a 

relatively small electron-lattice coupling constant
12

. The coupling between the C-O stretch 

and hot electrons is not direct, but instead is thought to occur via anharmonic coupling to a 

low frequency mode, the frustrated translation (FT), which in turn couples to both hot 

electrons and phonons on a time scale of a few picoseconds
18,19

. Coupling to hot electrons 

via other low frequency modes such as the frustrated rotation (FR) has only been inferred at 

higher excitation densities that cause diffusion or desorption
21,59

. Transients generally show 

a faster response when the FR is involved
56

, due to more efficient coupling to electron-hole 

pairs
47

. Figure 3.1 shows a cartoon of the modes, coupling times and anharmonic couplings 

involved. 

 

Both the frustrated translation and rotation experience characteristic changes with 

increasing CO coverage on copper which can potentially alter the degree of non-adiabatic 

coupling. The FT mode couples much more effectively to phonons at high coverages, as 

seen by a fourfold decrease in its lifetime measured by helium atom scattering (HAS)
180,181

. 

Increasing coverage also leads to an increasing coupling between FT and FR for 

CO/Cu(100)
182

, as neighboring CO molecules restrain the vibrational motion, such that it 

becomes more wagging- than translation-like. This distance-dependent effect should be 

present on any of the copper surfaces with increasing coverage and would lead to faster 

coupling to hot electrons as the FR becomes involved. 

 

In this chapter, the results of visible pump- SF probe spectroscopy reveals that the 

transients do indeed depend on adsorbate coverage, and that they are best described by 

more densely packed CO layers coupling more strongly to substrate hot electrons, not 
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phonons. Therefore the coupling mode responsible for the non-adiabatic behavior has to 

involve the frustrated rotation, even at comparatively low excitation of the substrate 

electrons. The effect of lateral CO-CO interactions on CO orientation and the degree of 

backdonation into the CO 2π* level will be discussed in detail. Interactions between 

adsorbates emerge as a new way to control non-adiabaticity, in particular on noble metal 

surfaces. 

 

 

Figure. 3.1. Schematic diagram of the non-adiabatic behavior of CO on a metal surface. A 

femtosecond laser pulse creates a hot electron bath for a short time, as shown in the inset, 

with a time scale determined by electron-phonon coupling (el-lat). The adsorbed CO couples 

to hot electrons and hot phonons with two different coupling constants (el,lat). In the 

experiment, the internal stretch (IS) was observed, which anharmonically couples to the 

frustrated translation (FT) and/or frustrated rotation (FR). A shorter coupling time to hot 

electrons means a higher degree of non-adiabaticity. 
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3.2 Experimental 

Broadband infrared-visible sum frequency generation (SFG) is used to probe changes in the 

C-O stretch vibrational frequency and line width on sub picosecond time scales, as 

described in chapter 2. TOPAS optical parametric amplifier generates 200 fs mid-IR pulses 

and also creates a 150 fs 400nm pump beam from a  -BaB2O4 crystal. The remainder is 

passed through an etalon (SLS Optics) to produce an upconversion pulse of about 7 cm
-1

 

spectral width, time-shifted by 1.3 ps to reduce the non-resonant sum frequency signal
133

.  

 

A Cu(110) single crystal was cleaned by Ar
+
 bombardment at 1 keV, followed by annealing 

to 600 K. Surface cleanliness was confirmed by a sharp (11) low energy electron 

diffraction (LEED) pattern and temperature programmed desorption (TPD). CO coverage is 

determined through TPD and C-O frequency shift with reference to the saturation coverage 

of 0.77 ML
82,183

. The lowest coverage of 0.1 ML is prepared by annealing a saturated layer 

to 185 K. Annealing to 165 K produces a coverage of around 0.25 ML with a 

well-developed (21) LEED pattern due to formation of (21) islands below the nominal 

0.5 ML coverage.  

 

All sum frequency spectra shown were recorded at 100 K substrate temperature unless 

otherwise mentioned, with 200, 400 or 1000 shots at each delay time for saturated, 0.25 ML 

and 0.1 ML coverage, respectively. Unpumped sum frequency spectra were recorded every 

10 minutes to confirm long term stability of the surface layer.  

 

3.3 Results 

3.3.1 Static temperature dependence  

In order to analyze the measured transients, it is required to know how much the C-O 

frequency changes when the coupling mode is excited, which can be studied by simply 

measuring substrate temperature dependence frequency shift. For CO on Cu(100), the 

internal stretch couples to the frustrated translation, not the rotation, when electrons and 

phonons are in equilibrium, as shown by low temperature infrared spectroscopy
184

. The 

anharmonic coupling constant to the FT mode, 14, can be derived from
19

,
 

 

       
              (3.1) 

 

where 1 and  
  are the frequency of the C-O stretch mode at temperature T and 0 K, 

respectively and <n4(T)> is the population of the FT mode at temperature T. The equivalent 

anharmonic coupling constant is determined here for CO/Cu(110) from the frequency data 

shown in figure 3.2 (left).  
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Figure. 3.2 Left: Normalized sum frequency spectra at 110 K for 0.1 ML, 0.25 ML and 0.77 

ML. Right: Substrate temperature-dependent frequency shift of CO on Cu(110) for 0.77 

ML (black circles), 0.25 ML (red triangles) and 0.1ML (blue rhombi). Solid lines are fits to 

the data using eqn.(3.1).  

 

Figure 3.2 shows SF spectra of the C-O stretch mode for CO/Cu(110), and how the 

frequency shifts as a function of the substrate temperature. The substrate temperature 

provides the information of the FT mode population, simply dividing by the energy of the 

FT mode. It should be noted that heating effect from probe laser is negligible. CO/Cu(110) 

possesses two FT modes with values of 30.2 cm
-1

 and 27.4 cm
-1

 along the [1-10] and [001] 

direction at 110 K surface temperature
42

. If the average FT mode frequency of 28.8 cm
-1

 is 

used, then we obtain from equation (3.1) anharmonic coupling constants 14 of 20.2 cm
-1

 

for 0.77 ML, 1.50.2 cm
-1

 for 0.25 ML coverage and 1.00.2 cm
-1

 for 0.1 ML coverage. For 

comparison, Germer et al. obtained 1.4 cm
-1 

for the c(22)-CO layer on Cu(100)
19

. An 

increase of anharmonicity with coverage implies that a lateral shift of CO away from the 

atop adsorption site causes a larger change in stretch frequency when there are CO 

molecules in neighboring adsorption sites
185

. This could be caused by repulsive lateral 

interactions.  

 

3.3.2 Visible pump SF probe spectroscopy 

The corresponding transients in frequency and line width of the C-O stretch following 400 

nm pump pulses at a fluence of 10 J/m
2
 are shown in figure 3.3. We also recorded 

pump-probe curves with 532 nm and 800 nm pump pulses, as shown in figure 3.4(a) and 

found no clear dependence on pump photon energy, similar to Germer et al.
19

 The fast 

response in the transients is therefore caused by coupling to an equilibrated hot electron 

bath. The C-O stretch clearly exhibits a coverage-dependent transient redshift and 

broadening. At saturation coverage, the maximum frequency shift is 9 cm
-1

, which is 

reduced to 3 cm
-1

 at 0.1 ML. The coverage dependence of the line width transients is more 

complex, with the smallest change detected for 0.25 ML coverage. At this coverage, 
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ordered islands with (21) structure are seen in LEED and a free induction decay 

measurement
90

 results in a significantly longer dephasing time T2 of 1.4 ps, compared to 1.1 

ps at 0.1 ML and 1.2 ps at 0.77 ML. These T2 values correspond to line widths of 7.6 cm
-1

 

at 0.25 ML, 9.6 cm
-1

 at 0.1 ML and 8.8 cm
-1

 at saturation coverage. 

Figure 3.3 Transient pump induced changes in CO internal stretch frequency (left) and 

FWHM (right) for different CO coverages (0.1 ML, 0.25 ML, 0.77ML) at 100 K. Absorbed 

pump fluence at 400 nm was 10 Jm
-2

. Solid lines are derived from calculated electron and 

lattice temperatures, as described in the text and shown in the inset. 

 

 

 

Figure 3.4 Transient pump induced changes in the C-O internal stretch frequency for (left) 

different pump wavelengths of 400 nm, 532 nm and 800 nm (absorbed fluence 10 J/m
2
) and 

(right) different absorbed pump fluences of 5 J/m
2
 and 10 J/m

2
(pump wavelength 532 nm) 

at 100 K. Solid lines are derived from calculated electron and lattice temperatures and use 

the same coupling constants el and lat. 
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3.3.3 Modeling 

In order to extract the coupling constants of this non-adiabatic process, we calculate hot 

electron and phonon temperatures using two-temperature model
186,187

. This approach was 

first proposed by Anisimov et al. in 1974
188,189

. A photon deposits its energy into the 

electron bath in the metal substrate, followed by heat transfer to the phonons baths. 

Electron and phonons equilibrate within a few ps, while the phonons relaxes over a 

timescale of hundreds of picoseconds
12

. The different timescales allow the experimental 

distinction between electron and phonon driven process in time. Electron, phonon and 

adsorbate temperatures can be described as 

     
    

  
                         

      
     

  
                  (3.2) 

 

where Tel and Tlat are electron and phonon temperature, respectively. el and lat are electron 

and phonon coupling constants, respectively. Shorter coupling constants mean stronger 

coupling. We used the experimentally determined electron-lattice coupling constant
12

 

g=110
17

 Wm
-3

K
-1

, and other parameters as cited by Germer et al.
19

, as summarized in table 

3.1. A more accurate version of the two temperature model is reported by Carpene
30

, which 

incorporates the effect of the non-thermal electron distribution which is created 

immediately after the laser pulse arrives. This effect reduces the maximum electron 

temperature and is confirmed experimentally
31
. Carpene’s modified two temperature model 

is used for the simulation here. S(z,t) describes incoming laser pulse, and is determined by 

the surface reflectivity and pulse fluence. This parameter is adjusted to match with the 

measured frequency shift of transient at long delay times (>5 ps) where phonon-vibration 

coupling dominates. The calculation of electron and phonon temperatures are performed 

with the Matlab program provided by Dr.Michael Higlett
187

.  

 

With the adsorbate temperature as input, we numerically solve the optical Bloch equations 

to obtain the time-dependent vibrational polarization
23

, which is multiplied by the 

time-shifted envelope of the etalon-shaped upconversion pulse before Fourier transform to 

simulate the pump-induced frequency shift for each experimental conditions. We modify el 

and lat until we obtain a good overlap with experimental values as determined by a 

minimum in deviation (
2
). The time resolution of the pump probe curves depends on the 

dephasing time T2. A linear relationship between the time-dependent T2 and the transient 

adsorbate temperature was assumed. Calculated frequency shifts and linewidths are 

overlaid with the data in figure 3.3 and 3.4, which also show that transients obtained with 

different pump fluences can be reproduced by the same el and lat.  
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The inset in figure 3.4 shows that under these experimental pump conditions, the electron 

temperature reaches over a thousand Kelvin within the first few picoseconds, while the 

phonon temperature increases by less than 40 K. The adsorbate temperature is calculated 

via the heat Ux=h/exp(h/kTx) using el and lat as coupling constants to electron hole pairs 

and phonons: 

 
     

  
 

 

  
           

 

    
             (3.3) 

 

Figure 3.5 illustrates how different electron and phonon coupling times in equation 3.2 

affect the instantaneous adsorbate temperature (top graph) and the frequency shift 

calculated from the Bloch equations (zero delay between infrared and etalon-shaped 

upconversion pulse), assuming a gradient of 0.04 cm
-1

/K. Calculation of electron 

temperature Tel and lattice temperature Tlat assumed an absorbed fluence of 10 J/m
2
.  

 

Analysis of the saturated CO transient results in coupling times of el=4.6 ps and lat=2.8 ps, 

which compares well to the transients on Cu(100), where values of el=5.1 ps and lat=4.2 ps 

were obtained at a lower time resolution. The electron coupling time increases to 6.2 ps for 

0.25 ML and 6.7 ps for 0.1 ML coverage, while lat only shows a minor variation with 

coverage. 
2
 analysis results in approximately 0.5 ps fitting error for all coupling times. 

These data are summarized in Table 3.2. 

 

第1章 Table 3.1 Parameters for two temperature model of copper 

substrate 

第2章 Electron-lattice coupling 

constant
12

 

G 
110

-10
 W nm

-3
 K

-1
 

Electron thermal conductivity
19

  4.2810
-7

 W nm
-1

 K
-1

 

Electron specific heat constant
19

  0.96610
-10

 W nm
-3

 fs K
-2

 

Lattice heat capacity
19

 clat 3.5 10
-6

 W nm
-3

 fs K
-1
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Figure. 3.5 Influence of electron and phonon coupling times. top: instantaneous adsorbate 

temperatures. bottom: frequency shift calculated from the Bloch equations. 

 

Table 3.2: parameters for coverage dependence CO/Cu(110) 

Coverage T2/ps /cm
-1

 
Frequency gradient 

/cm
-1

K
-1

 

FWHM gradient 

/cm
-1

K
-1

 
el/ps lat/ps 

0.1 ML 1.1 9.6 0.0239 0.08 6.7 3.1 

0.25 ML 1.4 7.6 0.0375 0.04 6.2 2.4 

0.77 ML 1.2 8.8 0.0490 0.07 4.6 2.8 

Table 3.2 Values for T2 are determined from free induction decays,  is calculated from T2, the 

frequency gradient is derived from steady-state measurements, the FWHM gradient is chosen to 
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reproduce the maximum FWHM and el and lat are obtained from fitting frequency transients. 

3.4 Discussion 

3.4.1 Responsible vibrational modes 

The transients exhibit a faster coupling to hot electrons with increasing coverage with 

hardly any change in phonon coupling. If the FT mode was indeed responsible for the 

non-adiabatic coupling, then we would expect much slower coupling to phonons at low 

coverage. Its lifetime FT is related to the coupling times to hot electrons and phonons, el 

and lat, via 1/FT =1/el + 1/lat
19,190

, which gives 2.3 ps for c(22)-CO on Cu(100) obtained 

by pump-probe spectroscopy
19

.. Theoretical models of the phonon-induced damping of the 

frustrated translation and its coverage dependence give close agreement with the HAS 

values of 8 ps for isolated CO on Cu(100) and 2.1 ps for c(22)-CO on Cu(100)
180

, 

respectively. The same theory would predict 5.7 ps for our lowest accessible coverage of 

0.1 ML and 1.1 ps for our saturation coverage of 0.77 ML, where the change in FT should 

be entirely caused by a reduction in lat. Our pump probe results however determine FT 

lifetimes of 2.1 ps at 0.1 ML and 1.7 ps at saturation with the change almost entirely caused 

by el. From this we can conclude that the mode responsible for the non-adiabaticity cannot 

be the frustrated translation, instead, it is most likely the frustrated rotation.  

 

While this requires a reinterpretation of earlier experimental studies
18,19

, it is actually the 

expected behavior from a theoretical viewpoint. The relaxation of both FT and FR modes is 

caused by excitation of electrons between orbitals of  and  symmetry, as displacement 

along the FR and FT normal coordinates breaks the symmetry of the molecular orbitals of 

upright CO. This can be alternatively understood as both parallel modes coupling to 

electron-hole pairs via a delocalized electron density shift in the surface plane. The FR 

mode simply couples more strongly because the carbon atom moves further than in the FT 

mode. This leads to predicted vibrational mode lifetimes that are 30 to 50 times shorter for 

the FR than the FT for CO/Cu(100)
45,47

. The lack of coverage dependence in the phonon 

coupling time is consistent with the vibrational motion of the FR, which does not change 

the center-of-mass of the molecule. The FR, however, cannot directly change the frequency 

of the internal stretch via anharmonic coupling. With a frequency of 285 cm
-1

, the highest 

electron temperatures reached here and in earlier works cannot populate it sufficiently
41

. 

Such direct coupling is only likely at very high pump fluences which cause desorption or 

diffusion
20,21,56,64,65,191

. Instead, the frustrated rotation indirectly excites the frustrated 

translation, as proposed in a recent series of papers by Ueba and Persson
59,192,193

. Fitting 

experimental transients to this FT-FR intermode coupling model is problematic, though, as 

the required anharmonicity parameters cannot be obtained from equilibrium experiments. 

Nonetheless, modeling our data with Ueba’s indirect heating model would only change the 

absolute values of the coupling constants, but not their qualitative trend with coverage. 
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3.4.2 Coverage dependent non-adiabaticity   

Coverage is therefore able to modify the adsorbate’s non-adiabatic behavior. The lowest 

coverage transient at 0.1 ML can serve as a good approximation of an isolated CO 

adsorbate, since sum frequency spectra recorded at higher infrared pulse energies display a 

hot band well-separated from the fundamental
142,143

 (more detail in chapter 5). Prior work 

has revealed possible sources for the increasing non-adiabatic coupling with coverage: the 

CO lateral potential energy surface becomes more anharmonic
182

, and the occupation of the 

CO 2* level increases
82

. The latter leads to a weaker internal bond and in turn a lower 

stretching frequency, the so-called chemical shift, which for CO/Cu(110) has been 

determined as -32 cm
-1

 across the full coverage range 
82

. The origin of this chemical shift is 

a gradual overlap between the diffuse 2* LUMO orbitals of neighbouring CO molecules, 

which leads to a broadening of these states from 1.9 to 2.6 eV, which in turn increases their 

overlap with the d-band of copper, and therefore increases backdonation from the surface 

electrons
79-81

. This effectively increases the charge density around the carbon atom
194

 and 

thereby enhances the non-adiabatic coupling of the frustrated rotation
47

. This is similar to 

the enhancement of non-adiabaticity of adsorbates at step sites
26

, only caused by coverage 

in our case, rather than adsorption site. The chemical shift may be used as a measure for the 

electron density involved in the chemisorption bond, then coupling to hot electrons 

becomes faster as the chemisorption bond becomes stronger, as shown in figure 3.6. 

 

How adsorbate-adsorbate interactions influence the shape of the CO potential energy 

surface and thereby the coupling of vibrational modes to hot electrons is more difficult to 

predict. An increasingly anharmonic coupling between the stretch and the frustrated 

translation at higher coverage was seen in the static temperature dependence in figure 3.2, 

which is likely caused by lateral interactions between CO molecules. Long-range 

interactions between CO molecules can change the curvature of the PES at the transition 

state for diffusion
195

. They are mediated by adsorbate-induced modification of the local 

electron density
196,197

 or by dipole-dipole interactions
198

. Recent theoretical work, using 

improved potential energy surfaces, revealed that the angular degrees of freedom of CO on 

copper play an important role in energy redistribution between vibrational states
199

. Nearby 

adsorbates could easily influence these angular states. In fact, the electron-stimulated 

desorption ion angular distribution (ESDIAD) of CO on Cu(110) reveals that repulsive 

interactions between adsorbed molecules lead to an increasing tilt angle
200

. Tilting CO leads 

to a hybridization between  and  orbitals, just like the frustrated rotational motion
47

. 

Electronic friction calculations of CO/Cu(100) accordingly confirm that coupling to 

electron-hole pairs generally becomes stronger with increasing tilt angle
201

. A progressively 

tilted CO was probably also the reason behind an earlier observation of an enhanced 
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non-adiabaticity of CO/Ir(111) in the presence of NO coadsorbates, which is originally 

attributed more to a spectator effect
202

. 

 

How does this then relate to non-adiabatic chemistry of CO on other transition metals? The 

roughly three times stronger chemisorption bond and the d-band straddling the Fermi level 

should in principle increase the adsorbate density-of-states compared to copper and lead to 

stronger coupling to electron-hole pairs. Instead, previous studies have found little evidence 

for coupling to electrons in C-O stretch transients at low pump fluence
90

. The reason is very 

likely the much faster equilibration between hot electrons and phonons, which typically 

occurs in less than a picosecond, and thereby on the same timescale as coupling between 

hot electrons and the frustrated rotation. The influence of the FR mode can therefore only 

be clearly seen, when the adsorbate reaches the vicinity of the transition state to diffuse or 

desorb
56,64,65

, and one would generally expect a more anharmonic potential and therefore 

stronger intermode coupling. The problem is compounded by the positive chemical shift on 

non-noble transition metals, which will tend to reduce backdonation into the CO LUMO, 

and thereby non-adiabaticity, at the high coverages typically used in pump-probe studies.   

 

 

Figure 3.6 Electron and phonon coupling times (left axis) as a function of CO coverage. 

The chemical shift plotted on the right axis (arrow) was extracted from reference
82

. 
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3.5 Conclusions 

The origin of the coverage dependence of hot electron coupling time of adsorbates on metal 

surfaces has been studied through pump-probe SFG of CO on Cu(110). The higher the 

coverage, the faster the energy transfer between substrate electrons and adsorbate, which 

identifies the frustrated rotation as the responsible mode. This demonstrates that 

interactions between CO adsorbates can control non-adiabaticity and we argue that the 

underlying reason is a combination of adsorbate density-of-states and shape of the potential 

energy surface. The scope for modifying non-adiabatic coupling rates to hot electrons 

through adsorbate interactions is likely to be largest on noble metals with long 

electron-phonon coupling times. 

 

This chapter provided necessary information to understand the following chapters, by 

identifying the FR mode and its coupling to hot electrons as the responsible vibrational 

mode for the observed transient redshift. We will investigate the more complicated system, 

namely CO on RuTPP covered Cu(110) in chapter 5-7, after the discussing the detailed 

adsorption structure of RuTPP on Cu(110) in the next chapter. 
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Chapter 4  

Adsorption structure and supramolecular 

growth of RuTPP on Cu(110) 

 

Porphyrins on metal surfaces have been widely studied as a model system of the  

conjugated organic molecule-metal interface and for the uniqueness of their self-assembled 

structures. Here, RuTPP on Cu(110) has been studied by STM to provide a structural basis 

for the deeper under standing of vibrational and desorption dynamics, which will be 

presented in later chapters. It is experimentally shown that the ruthenium atom occupies the 

short bridge site. CO molecules adsorb atop of the ruthenium atom to form a monocarbonyl 

complex. The major supramolecular structure at 4.7 K shows an equivalent unit cell to 

previously reported cobalt TPP (CoTPP) on Cu(110), but there is also an antiboundary 

phase which has a unit cell of one copper atom larger in [1-10] direction. This larger unit 

cell structure is observed as a major phase at room temperature at low coverage implying 

the existence of two stable supramolecular structures.  

 

4.1 Introduction 

Porphyrins are an important molecular component in a variety of technologies including 

heterogeneous catalysis
203,204

, gas sensors
205

, light harvesting
206,207

, molecular switches
208,209

, 

and field effect transistors
210,211

. For these devices, porphyrin molecules have to be bound 

onto the surfaces for immobilization and/or electronic contact requiring a study of their 

morphological and electronic structures. Relevant surface science studies from last 15 years 

can be found in review papers
212-220

. 

 

Porphyrins are a class of molecules composed of a planar tetrapyrrole macrocycle structure 

which can be functionalized by inserting a metal atom into the core and/or by changing the 

substituted group, as shown in figure 4.1. These three components each have a unique role. 

The tetrapyrrole macrocycle possesses a  conjugated electronic structure, which can play 

the role of light harvesting in the photosynthesis system of chlorophyll. This tetrapyrrole 

macrocycle is called the porphine, and porphyrin is a porphine with peripheral substituents. 

The substituted groups can increase conformational flexibility and stability to adapt to the 

local environment. The central metal core can be a binding site for axial ligand molecules 

e.g. oxygen binds to the iron of hemoglobin.  
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Figure 4.1 Molecular structure of a porphyrin (RuTPP) 

 

From the planar structure of porphyrin in the gas-phase, it was expected that the 

macrocycle of porphyrins remains in a planar configuration on metal surfaces to maximize 

the electronic hybridization, which increases with closer macrocycle-substrate distance. 

Indeed, Jung et al. have shown that adsorption of porphyrin onto metal surfaces induces a 

structural deformation of substituted groups to the molecular plane to increase 

macrocycle-substrate and adsorbate-adsorbate attractive interactions which induce the 

different phases on different metal substrates
221

. The authors have investigated Cu-tetra[3,5 

di-t-butylphenyl]porphyrin (CuTBPP) on Cu(100), Au(110) and Ag(110) by STM revealing 

the flexibility of the substituted groups adopting to the local environment. This study 

suggests that the adsorption structures of porphyrins are not simple, and also indicates that 

designed porphyrin molecules can be used to control the adsorbate geometry. For example 

this can be achieved by carefully choosing substituted groups to form a self-assembled 1D 

structure
222

. 5,10,15,20-tetrakis- (3,5-di-tertiarybutylphenyl) porphyrin (2HTBPP) and its 

derivative molecules, where one or two 3,5-di-tertiarybutylphenyl are replaced with 

cyanophenyl, have been studied by STM showing that the cyanophenyl groups 

predominantly interact with each other to form the controlled self-assembled structure. 

 

The distortion of the molecular conformation has been studied in detail on metal surfaces 

with a model porphyrin molecule, tetraphenyl porphyrin (TPP), by combination of STM, 

density functional theory (DFT) and near edge X-ray absorption fine structure 

(NEXAFS)
215,223

. A typical adsorption structure of TPP is a saddle shaped structure where 

opposite pairs of pyrrole rings tilt either upwards or downwards inducing a symmetry 

reduction from D4h to C2v. This saddle shape is common for Co, Fe, Cu and free base TPP 

on Ag(111) and Cu(111) surfaces
215,223

. Similar structural distortion was observed for an 

isolated single CoTPP molecule on the Cu(110) surface, but not for the supramolecular 
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structure of CoTPP on Cu(110). Planar and saddle shaped structures can coexist and even 

interconvert
224

. 

 

The metal substrate also affects the self-assembly of porphyrins. For example, a repulsive 

intermolecular interaction of 2HTPP leads to disordered structure on Cu(111)
225-228

, while 

an attractive intermolecular interaction triggers an ordered self-assembled structure on 

Ag(111)
227-230

. An STM study of CoTPP on Ag(111) displays electronic hybridization 

between the cobalt atom and silver surface which dominates strong surface-adsorbate 

interactions inducing a disordered surface structure without forming a self-assembled 

molecular island, while 2HTPP forms a well ordered self-assembled structure on silver due 

to its high mobility, which indicates the adsorbate-substrate interaction is relatively weak. 

In contrast, the Cu(111) surface induces a stronger interaction with the nitrogen atoms of 

the macrocycle than the centre metal atom, which results in the opposite behavior to the 

silver surface; CoTPP on Cu(111) exhibits an ordered structure with high diffusivity, but 

2HTPP is anchored onto the surface preventing the formation of the ordered layer
227,228

.  

 

Despite the long history of porphyrin surface science, most studies were performed on 

non-reactive metal surfaces including low index gold, silver and copper. Reactive metal 

surfaces may provide a stronger surface contribution to induce a conformational 

deformation and/or unique self-assembled structure which could pave a new route to tune 

functionality as well as increase versatility for device applications
231-233

. A first step to study 

reactive metal surfaces is the Cu(110) surface, which is non-reactive metal surface, but the 

most reactive surface amongst the non-reactive metal surfaces. Previous STM studies of 

porphyrins on Cu(110) revealed creation of molecular building blocks by reaction with 

copper adatoms
234-238

, and unexpected deformation of the porphyrin macrocycle
89

 due to the 

strong interaction with the surface. DFT studies also revealed strong coupling between the 

porphyrin and the copper substrate which induces chemisorption
89

. The average 

adsorbate-surface distance on Cu(110) is shorter than on other substrates; e.g CoTPP 

(2.1-2.4 Å)
89

, simple porphyrin (1.9-2.65 Å)
239

, and copper porphyrin (2 Å)
238

, compared 

with e.g. CoTPP/Ag(111) 3.7 Å, CoTPP/Cu(111) 3.4 Å
240

. Although TPP on Cu(110) is 

expected to show strong adsorbate-substrate interaction, CoTPP on Cu(110) exhibits high 

diffusivity at room temperature which hampers STM imaging
89

. 

 

In particular, RuTPP is chosen for a system of this study. Initially, CoTPP on Cu(110) 

surface was studied, since its adsorption structure is already known
89

, however CO does not 

binds onto CoTPP/Cu(110) at liquid nitrogen temperature. On the other hand, CO-RuTPP is 

known to show relatively strong CO-Ru bond, and available to purchase as a form of 

CO-RuTPP. CO-FeTPP can also be a candidate for this study, however FeTPP is stabilized 
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as a form of Cl-FeTPP and removing chloride is experimentally difficult.  

 

In this chapter, STM studies of the RuTPP adsorption structure on Cu(110) are described 

prior to SFG and STM-AS experiments in the following chapters. RuTPP in the gas phase 

shows a very similar structure to CoTPP
241,242

, implying that adsorbed RuTPP may display 

similar structure and supramolecular assembly found for CoTPP
89

. The adsorption site of 

RuTPP is determined from the STM image showing that the ruthenium atom occupies the 

short bridge site. Upon CO exposure, a CO molecule adsorbs atop of a ruthenium atom to 

form a monocarbonyl complex which appears brighter in STM images. Two 

supramolecular structures have been observed with unit cells different by one copper atom 

in [1-10] direction. The detailed adsorption structure is investigated in collaboration with 

DFT.  

 

4.2 Experimental 

A low-temperature STM (Omicron GmbH, LT-STM, RIKEN, Japan) and a 

room-temperature STM (Specs STM 150 Aarhus instrument, RT-STM, University of 

Liverpool) were used for 4.7 K and 300 K imaging, respectively. All experiments were 

performed with an electrochemically etched tungsten tip. A Cu(110) single crystal surface 

was cleaned by several cycles of Ar
+
 ion sputtering and annealing to 800 K. The 

CO-RuTPP is purchased from Sigma Aldrich (purity ~80 %) in the form of purple powder. 

This was transferred into a homemade molecular doser without further purification. The 

molecular doser was degassed over 12 h at ~100 C in vacuum. Evaporation of CO-RuTPP 

onto the clean Cu(110) surface was performed by resistive heating of the molecular doser to 

~150 C holding the substrate at room temperature. After adsorption of RuTPP, the sample 

was left at room temperature over 12 h to form self-assembled island structures prior to 

transfer to the cryostat for LT-STM experiments. Acquired images were processed by 

WSxM
172

 to tune image contrast and calibrate distance.  

 

4.3 Results and discussion 

4.3.1 Low temperature STM images 

Deposition of CO-RuTPP by sublimation from its powder form onto the Cu(110) surface at 

room temperature led to the observation of bright protrusions across the surface as shown in 

the STM images of figure 4.2(a)-(b). These images were acquired at 4.7 K. Isolated 

molecules and self-assembled molecular islands have been observed as shown in figure 

4.2(a). A monomer and dimer of RuTPP molecules are marked by circle and square in 

figure 4.2(b), respectively. Most monomers, dimers and larger molecular clusters are 

aligned to copper rows. Magnified STM images show each molecule consists of a four-lobe 

structure
89,215

, which resembles the RuTPP molecular structure as shown in figure 4.1(b). 
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Previous studies of MTPP on metal surfaces also observed these features, which were 

assigned to TPP molecules. The angle and the size of STM images were calibrated by an 

atomically resolved STM image of a bare Cu(110) surface as shown in the inset of figure 

4-2(b). After CO exposure at ~50 K, some ruthenium atoms show larger apparent height 

due to the formation of CO-RuTPP. This feature was not observed before CO exposure, 

thus it is concluded that CO-RuTPP decomposes to CO and RuTPP during the deposition 

process.  

 

Figure 4.2 STM images of RuTPP on Cu (110) with increasing coverage, sample bias voltage Vs 

=500 mV and tunneling current It = 0.5 nA at measurement temperature T=4.7 K. (b) inset: atomic 

resolution of bare Cu(110). (b) A RuTPP monomer and dimer are marked by circle and square, 

respectively.   

 

4.3.1.1 Adsorption site 

The determination of the adsorption site is the first step to identify the adsorption structure. 

There are two methods to measure the adsorption site from an STM image. One is to obtain 

an atomic resolution image of the substrate simultaneously with molecules to enable direct 

calibration. Another is to use a marker molecule with known adsorption site. The former 

can be applied to any molecular system with better reliability, while the latter is 

experimentally easier and more commonly used. The adsorption site of RuTPP was 

investigated using coadsorbed CO in the STM image, as shown in figure 4.3. It is known 

that CO on Cu(110) occupies the atop site
78

, which allowed us to draw the grid lines of the 

Cu(110) lattice superimposed on the STM image. The distances of Cu-Cu, CO-CO and 

Ru-Ru have been measured to confirm the accuracy of the overlay grid, showing a 

maximum error of 0.3 Å from their theoretical values. The STM image of figure 4.3 is 

acquired at 512 pixels over 13 nm  13 nm with a resolution of 0.25 Å.  

 

The ruthenium atom occupies a short bridge site, and a four-lobe structure is aligned with 
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the copper rows, which is consistent with the previous results for other 

metalloporphyrins
89,240

. A free-base porphine (H2P) adsorbed on the short bridge site by 

forming a chemisorption bond with the Cu(110) due to electron donation into unoccupied 

porphine  orbitals, accompanied by electron backdonation from molecular  orbitals. This 

hybridization induces shorter carbon-copper distances (2.20 Å for H2P
239

, and 2.50 Å for 

CoTPP
89

), which increase the stability of the adsorption to the short bridge site. From the 

STM image, it is hard to investigate the details of adsorption structure, e.g. the degree of 

phenyl rings deformation, which will be discussed based on the DFT calculations in later of 

this chapter. The calculated structural model of RuTPP is superimposed on figure 4.3. 

 

Figure 4.3 (a) STM images of RuTPP and CO-RuTPP on Cu(110), Vs = 500 mV and It = 0.5 nA at 

T=4.7 K. Cu lattice lines are calibrated by CO/Cu(110). (b) RuTPP and CO molecules are overlaid 

on (a). Structure model of RuTPP is adapted from calculated structure which is performed by 

Mr.Paolo Poli, and will be discussed later in this chapter, see figure 4.5 and 4.7.  

 

4.3.1.2 CO adsorption onto RuTPP/Cu(110) 

After CO exposure at ~50 K, the image contrast at the centre of RuTPP molecules became 

brighter, indicating attachment of CO on top of a ruthenium atom, as observed with CO 

adsorption onto metallophthalocyanines on metal surfaces
243,244

. The cross-sectional height 

profile demonstrated that CO-RuTPP had a larger apparent height than RuTPP, as shown in 

figure 4.4 which is consistent with CO-MnPc/Bi(110)
244

, but different from 

CO-FePc/Au(111)
245

 and CO-CoTPP/Ag(111)
246

, where CO adsorption reduced the 

apparent heights of porphyrins by modifying the distributions of the local densities of states. 

The present observations and the previous report indicated that the contribution of CO to 
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the STM image originates from its electronic structure. CO adsorption onto RuTPP did not 

alter the adsorption site of RuTPP. 

 

For a deeper understanding of the surface geometrical structure of RuTPP/Cu(110) and 

CO-RuTPP/Cu(110), a DFT study was performed by Mr.Paolo Poli in the group of 

Prof.Mats Persson at the University of Liverpool. The periodic DFT calculations in this 

study were performed using the VASP code
247

. Plane waves were used as a basis set with an 

energy cut-off of 400 eV. Valence electron core interactions were included by using the 

projector-augmented wave method
248

 and the generalized gradient approximation 

(optB86b) was used for the exchange-correlation functional. The calculations of RuTPP in 

a periodic structure were based on a unit cell that was derived directly from STM data and 

carried out on a 221 k-point grid. The copper surface was modelled by using a four-layer 

slab.  

 

STM determined the adsorption site of RuTPP on Cu(110) as the short bridge site. Thus, the 

DFT calculation was only performed on the short bridge site. Here, the preliminary result of 

a supramolecular structure in the  phase will be described and compared to CoTPP. Figure 

4.5 shows the calculated structure of RuTPP and CO-RuTPP on Cu(110). Here, we focus on 

the position of CO and ruthenium. The displacement of phenyl rings and relevant 

intermolecular interaction is described in the next section. The shortest ruthenium-copper 

distance is 2.5 Å which is the same value as the cobalt-copper distance of CoTPP/Cu(110)
89

, 

but this increases to 2.6 Å on adsorption of CO onto RuTPP/Cu(110). The distances 

between the uppermost copper layer and ruthenium are 2.2 Å and 2.1 Å for RuTPP and 

CO-RuTPP, respectively, indicating a weakening of the Ru-Cu interaction by adsorption of 

CO, as previously reported for CO-FePc/Au(111)
243

. The angle of C-O-Ru is 178.7  which 

means that CO adsorbs on the ruthenium atom almost perpendicularly to the surface. This is 

a similar value to the C-O-Ru angle of 175.8 obtained from X-ray crystallography
242

. No 

other local minimum of the CO position has been obtained. The distance of CO-Ru is 1.85 

Å. 



60 

 

 

Figure 4.4 (top) STM images of RuTPP and CO-RuTPP adsorbed on Cu(110). The images were 

obtained at 4.7 K with Vs = 500 mV and It = 0.5 nA. The superimposed Cu(110) lattice lines are 

calibrated by CO/Cu(110). A ball and stick model of RuTPP is overlaid on the STM image. (bottom) 

Cross-sectional height profiles measured along the straight lines shown of RuTPP and CO-RuTPP on 

Cu(110). The corresponding solid and dotted lines are shown in the STM image.  
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Figure 4.5 Calculated adsorption structures of (left) RuTPP and (right) CO-RuTPP on Cu(110) 

surfaces.  

 

4.3.1.3 Supramolecular structure 

Next, the morphology of the supramolecular structure is investigated. From the STM image 

and structure model of figure 4.6, the unit cell of the supramolecular structure is determined. 

Using standard convention
249

, the unit cell can be described in matrix notation as,  

 

 

 

Here,  refers to a supramolecular structure observed in figure 4.6. This unit cell 

corresponds with the structure of CoTPP on Cu(110) structure
89

. These two molecules show 

almost identical adsorption structure, however there is a noticeable difference. The cobalt 

atom makes almost no contribution to the STM image, while ruthenium always appears as a 

protrusion. This difference can be interpreted as a different electronic hybridization of the 

centre metal and the copper substrate. The cobalt     orbital is broadened and becomes 

fully occupied resulting in a lower density of state, in contrast the ruthenium atom is 

weakly hybridized with the substrate as observed in the STM image.  
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Figure 4.6  (left) STM image of RuTPP on Cu(110) with its unit cell vectors. (right) Experimental 

and simulated STM image of CoTPP on Cu(110), adopted from ref
89

. 

 

Next, the intermolecular interactions between RuTPP molecules are discussed. The key to 

understanding the surface self-assembly of TPP is the rotation of the phenyl rings. In the 

equilibrium crystal structure, phenyl rings are not coplanar
250,251

, however, they rearrange to 

accommodate to the molecular island which is now discussed alongside the results of DFT. 

In the present system, the deformation of the phenyl groups is described by defining the tilt 

angle as : the angle between the plane of the tetrapyrrole macrocycle and the surface plane, 

and the twist (dihedral) angles as : the angle between the phenyl ring plane and the 

surface plane as shown in calculated structure model of Figure 4.7. First, the isolated 

molecule in the vacuum is described for comparison. Tilting distortions are energetically 

unfavorable which leads to almost no change from = 180. In contrast, twist distortions 

are those which show a large twist angle of = 69. 

 

The deformations involved in accommodating the RuTPP supramolecular structure onto 

Cu(110) are shown in figure 4.7. The surface structure is governed by the interplay of two 

interactions: an attractive interaction between the RuTPP core and the copper surface and a 

repulsive interaction between the phenyl rings and the surface. The phenyl groups align to 

the copper rows to accommodate themselves by a combination of tilting and twisting. Two 

pairs of opposite phenyl rings exist which are clearly identified by their different twist 

angles both from experimental STM images and the calculated structure. A pair of phenyl 

rings which aligned with the [001] rows shows  angles of 78 and  angles of 162. The 

interaction between the second phenyl pair and the substrate is different. The second pair 

are the phenyl rings aligned onto the close-packed [1-10] rows and the calculated  and  

angles of 58 and 145 are obtained. CO adsorption changes the calculated angles by less 
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than 1, indicating that CO makes almost no contribution to the porphyrin-porphyrin 

interactions. 

 

    

   

    

Figure 4.7 Calculated adsorption structures of (left) RuTPP and (right) CO-RuTPP on Cu(110) 

surfaces.   
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The deformation of phenyl rings has been observed in DFT which is consistent with 

previous work on CoTPP on Cu(110)
89

. The surface self-assembly of TPP is governed by 

the rotation of the phenyl rings. In the equilibrium crystal structure, the phenyl rings of TPP 

are not coplanar
250,251

. Self-assembly is driven by changing the angle of the phenyl rings to 

increase adsorbate-adsorbate interactions. It is common that more than two phases of 

self-assembled structures form for porphyrins on surfaces due to the interplay of 

adsorbate-adsorbate and adsorbate-substrate interactions
252

. It is important to know how 

phenyl rings interact with each other to understand the interplay of adsorbate-adsorbate 

interactions. Phenyl-phenyl interactions can be categorized into two types which are called 

T-type (T;figure 4-8) and parallel displaced type (PD; figure 4-8) interactions
253-259

. T-type 

interaction refers to the interaction of two perpendicularly aligned phenyl rings, while PD 

type is the interaction of phenyl rings which aligned in parallel. The major attractive force 

here is assigned as originating from long-range interactions such as electrostatic and 

dispersion forces, not short-range interactions such as charge transfer
257

. As a model system, 

several groups performed calculations for the benzene dimer, taking account of the 

dispersion interaction by using the second order Møller-Plesset perturbation theory 

(MP2)
257,259

, or the coupled-cluster theory with single and double substitutions (CCSD) to 

incorporate the coupling between electron pairs
254,255,260

. These calculations have been 

expanded to the larger molecule
253,256

 and the surface system
89

. In case of TPP on a surface, 

T and PD interactions coexist. The red square in figure 4.8 displays PD interaction with a 

neighboring molecule and the yellow square shows T interaction.  

 

Figure 4.8 Schematic representation of intermolecular interaction of MTPP molecule via 

phenyl-phenyl interactions. T-type: the interaction of two perpendicularly aligned phenyl rings, PD 

type: interaction of phenyl rings which aligned in parallel.  
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4.3.1.4 Boundary structure 

On closer inspection, there is a different unit cell at the edge of the molecular island in 

figure 4.4. The unit cell is larger than the one discussed in the last section, and can be 

written as, 

 

 

      . 

 

This difference is noticeable from the STM image by focusing on the position of the phenyl 

rings. Molecules at the edge of an island exhibit two of their phenyl rings aligned along the 

[001] direction. Similar phenyl-phenyl locking has been observed inside the molecular 

island as marked by white lines in figure 4.9. These features are often observed regardless 

of the size of the molecular island and have been previously reported as antidomain 

boundaries in STM studies of 5,10,15,20-tetrakis (3,5-di-t-butylphenyl)porphyrin on 

Cu(111)
261

 and CoTPP on Cu(110)
89

 surfaces. 

 

 

Figure 4.9 STM image of RuTPP on Cu(110) with different scales. Vs=500 mV, It=0.5 nA, T=4.7 K. 

Some molecules have brighter spots at the centre of RuTPP, which corresponds with CO adsorption.   
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4.3.2 Room temperature structures 

4.3.2.1 Mixture of two phases 

A large scale 50 nm  50 nm STM image acquired at room temperature is shown in figure 

4.10. Molecular island structures exhibit four domains. * and * phases are more 

frequently observed over a wide range of coverages, while  and  are observed only at 

high coverage.  and  are chiral to each other. To investigate the details of these phases, 

enlarged STM images are investigated. 

 

Figure 4.11 shows an enlarged STM image of the boundary of  and * phases. The top 

half of molecules are in the  phases and the bottom half are in the * phase. The  phase 

resembles the phase observed in STM images at 4.7 K. The * phase shows similarity with 

the boundary phase at 4.7 K. The structural model of these two phases is shown on the right 

side of figure 4.11. Two of four phenyl rings align to the [1-10] direction, the other two 

align to [001], resulting in a different local rearrangement, which alters their appearance in 

STM images. The two phenyl rings aligned to [1-10] appear brighter than the other two. 

This feature also appears for CoTPP on Cu(110) in where the combination of STM and 

DFT concludes that phenyl rings possess different heights and angles with respect to the 

surface
89

.  

 

Figure 4.10 Large scale STM image of RuTPP on Cu(110). Vs=-524.3 mV, It=0.280 nA, T=RT. 
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Figure 4.11 (left) STM images of the boundary of  and * phases indicated by a dashed line. 

Vs=-524 mV, It=0.200 nA, T=RT. (right) schematic model of high coverage phase.  

 

4.3.2.2 Low coverage phase 

At lower coverage, where the molecules start to form islands but bare parts of copper still 

allows molecules to diffuse across the surface, a change in the organization of the 

supramolecular structure is seen. There are now only  and  phases, with some boundaries. 

Figure 4.10 shows two domains of molecular islands. These domain structures are chiral, 

even though RuTPP is an achiral molecule. Chirality arises either from chiral components 

or a combination of achiral components to create an overall chiral structure
249

. Specifically 

on surfaces, there are three types of chirality, global point chirality, local point chirality and 

organizational chirality
249

. A structure with global point chirality can be formed by a 

particular enantiomer, but not the other. This can be achieved by an intrinsically chiral 

molecule. Local point chirality is a single chiral molecular system on the surface. Even an 

achiral molecule can induce local point chirality upon adsorption. Finally, organizational 

chirality refers to the supramolecular chiral domain or arrangement.  

 

In the case of RuTPP on Cu(110), the four fold symmetry of RuTPP is preserved after the 

adsorption onto Cu(110) as shown in the monomer structure of figure 4.2(b). In contrast, a 

supramolecular structure forms chiral domains as shown in figure 4.12. These domains 

have organizational chirality. This result indicates that intermolecular interaction is a key to 

induce chiral structure
89,249,262

.  

 

The STM images at RT exhibit two phases. The  phase appeared as a minor phase at room 

temperature which was only observed at high coverage although the same phase is found 

for the majority at 4.7 K. This can be explained by a high local coverage inducing the  
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phase at the low temperature. The two phases of molecules can interconvert during the 

cooling process. This hypothesis is supported by the high diffusivity at room temperature. 

Figure 4.13 shows the continuously acquired series of STM images at low RuTPP coverage 

at room temperature. The supramolecular island was observed in the first image, but the 

island shrinks in the second image, while the third image shows no island structure. Such 

thermally unstable supramolecular islands have been observed previously for a variety of 

adsorbates on metal surfaces
263-265

. It should be noted that the high diffusivity of the 

porphyrin on Cu(110) surface is unique for RuTPP, and not observed for 2HTPP, metal 

diphenyl porphyrins
234

, and tetra(mesityl)porphyrin
235

.  

 

This diffusivity may affect further study by SFG and RAIRS, which were performed at 

liquid nitrogen temperatures. To confirm the structure in this temperature range, STM 

images at liquid nitrogen temperature have been recorded. Figure 4.14 shows the STM 

images of RuTPP/Cu(110) at 77 K (RIKEN) and ~200 K (Liverpool). These images 

resemble the STM image acquired at 4.7 K. Monomers and small molecular clusters of 

RuTPP on Cu(110) have been observed, indicating the suppression of surface diffusion.  

 

An alternative interpretation of the two phases observed during the different experimental 

runs is a different flux from the molecular doser. Donovan proposed that the flux of CoTPP 

deposition affects the surface supramolecular structures
266

. The flux cannot be easily 

measured nor controlled. The differences between the two phases are the position of phenyl 

rings and the slight difference of the unit cell which is thought not to significantly affect the 

environment around ruthenium. 

 

Figure 4.12 (left) Large scale and (right) enlarged STM images of RuTPP on Cu(110), Vs=-911.2 mV, 

It=0.130 nA, T=RT. The chirality of the two domains is denoted  and .  



69 

 

 

 

Figure 4.13 STM images of RuTPP on Cu(110) acquired at T=RT. Images were continuously 

recorded. An image acquisition requires 192 seconds. Vs = -1440 mV, It = 0.16 nA  

 

 

Figure 4.14 STM images of RuTPP on Cu(110). (a, b) Vs=-0.5 mV, It=0.5 nA, T=77 K (RIKEN) (c) 

Vs=-144.3 mV, It=0.20 nA, T=200 K30 K (Liverpool). The distance and angle are not shown due to 

lack of a calibration image for measurements at these temperatures.  

 

4.4 Conclusion 

The adsorption structure and supramolecular formation of RuTPP on Cu(110) surface has 

been studied by STM. RuTPP adsorbs on the short bridge site, aligning phenyl rings to the 

copper rows. The STM images revealed a symmetry reduction of RuTPP arising from 

rearrangement of phenyl rings which may affects the potential energy surface of CO to 

facilitate dissociation of CO as will be discussed in chapter 5. Coexistence of two different 

supramolecular structures was observed. The unit cell of each supramolecular structure was 

determined to support a theoretical collaboration for further understanding of the desorption 

mechanism which will be discussed in chapters 6 and 7.  
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Chapter 5  

Vibrational hot band of CO on bare and 

RuTPP covered Cu(110) 

 

Vibrational hot band transitions of CO on a bare and a RuTPP covered Cu(110) surface 

have been studied by intense IR – visible SFG. The fundamental and first and second 

vibrational hot bands of CO on Cu(110) surfaces have been observed, which exhibit 

different frequency shifts with increasing coverage of CO, as the dipole-dipole coupling 

becomes stronger with increasing transition dipole moment. The excitation of the 

fundamental C-O stretch mode of CO-RuTPP on Cu(110) was observed at 1957 cm
-1

, 

together with the first hot band transition at 1927 cm
-1 

showing a larger Morse 

anharmonicity e and lower dissociation energy De than on bare copper. The frequency of 

the C-O stretch and the hot band population of CO-RuTPP/Cu(110) are independent of the 

coverage of CO, which indicates that dipole-dipole coupling among CO on neighboring 

RuTPP is negligibly small. The anharmonicity of the C-O stretch mode is compared on 

various surfaces, suggesting the importance of considering the effect of a local electric field 

in the form of vibrational Stark effect on the measured anharmonicity. The data also suggest 

that the Morse anharmonic potential does not perfectly describe the potential energy surface 

of CO on surfaces.  

 

5.1 Introduction 

It is highly desirable to achieve dissociation of specific chemical bonds to control chemical 

reactions. This can be achieved by vibrational excitation. For example, a reaction between a 

hydrogen atom and a H2O (D2O) molecule can be controlled by selectively exciting an O-H 

or O-D bond because the excited chemical bond preferentially reacts
267-269

. A higher degree 

of vibrational excitation increases the reactivity, and this is most easily achieved by 

vibrational ladder climbing. It has been proposed
270,271

 and demonstrated
272

 that chirped IR 

pulses can effectively populate higher vibrational states. The transition frequencies between 

vibrational states shift to the red due to the anharmonic potential energy surface (PES). For 

a Morse oscillator model
273

, transitions between  and  + 1 occur at  

(+1) = e(1-2e(1+))  (5.1) 

 

where e is the equilibrium frequency and e is the Morse anharmonicity constant. The 

anharmonic redshift between adjacent transitions (01 to 12 etc) is constant in this 
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model at 2ee. For CO in the gas phase, e = 0.0061 which increases to 0.0065 and 0.0067 

for CO/Ru(001)
142

 and CO/Ir(111)
143

, respectively. The dependence of the Morse 

anharmonicity e on the character of the surfaces has not been discussed in detail yet.  

 

From the Morse anharmonicity, the dissociation energy can be calculated as 

       
  

  
   (5.2) 

 

De is the dissociation energy measured from the potential minimum.  

 

Higher vibrational states of organometallic-carbonyl complexes have been studied in 

solution. The C-O stretch mode of carboxyhemoglobin was investigated by pump-probe IR 

spectroscopy, revealing that the potential was well reproduced by the Morse PES with 

constant anharmonic shift of 25 cm
-1

 up to =7. An interesting property was also reported 

regarding the anharmonicity of CO attached to a porphyrin complex. Nuernberger et al. 

observed a large anharmonic shift of 29 cm
-1

 of the C-O stretch mode bound to the heme 

domain FixLH from Bradyhizobium japonicum
274

. The authors speculate that this large 

anharmonicity is caused by a distortion of the potential energy surface by the protein 

environment. Chapter 4 described the structure of RuTPP on the Cu(110) surface, 

indicating distortion of the phenyl rings from the gas phase and lifting up the ruthenium 

atom towards vacuum. This could potentially have an effect on the PES of CO adsorbed on 

RuTPP.  

 

In this chapter, the vibrational hot bands of the C-O stretch mode from CO on RuTPP 

covered Cu(110) are described. The hot band transition of CO on Cu(110) is first examined 

in detail as reference. The C-O stretch mode of CO-RuTPP/Cu(110) was investigated by 

RAIRS and SFG. The excitation of the  = 01 C-O stretch mode of CO-RuTPP on 

Cu(110) is observed at 1957 cm
-1

 together with the  = 12 hot band transition at 1927 

cm
-1 

showing a larger Morse anharmonicity e and lower dissociation energy De than for 

Cu(110). The  = 2 3 hot band transition shows a larger anharmonic shift than the  = 

1 2 hot band transition for CO on both bare and RuTPP covered Cu(110) surfaces. The 

frequency of the C-O stretch and the hot band population of CO-RuTPP/Cu(110) are 

independent from the coverage of CO, which indicates that dipole-dipole coupling among 

CO on RuTPP is negligibly small.  
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5.2 Experimental 

SFG experiments were performed with an amplified 10 Hz femtosecond laser system 

combined with a UHV chamber as described in Chapter 2. A TOPAS optical parametric 

amplifier generated 4-10 J, 200 fs mid-IR pulses. The remainder is passed through an 

etalon (SLS Optics) to produce an upconversion pulse of about 7 cm
-1

 spectral width, which 

is time-shifted by 1.3 ps to reduce the non-resonant sum frequency signal
133

.  

 

A Cu(110) single crystal was cleaned by Ar
+
 bombardment at 1 keV, followed by annealing 

to 600 K. RuTPP (Sigma Aldrich) was used as purchased and sublimed at 500 K onto the 

Cu(110) surface, which was held at 300 K during deposition. The coverage is estimated 

from TPD and frequency of the C-O. CO is dosed from the background at a substrate 

temperature of 100 K. All sum frequency spectra shown were recorded at 100 K. Any 

indication of the instability of RuTPP to laser pulses has not been observed.  

 

RAIRS experiments were carried out using a UHV chamber interfaced with a Nicolet 860 

Magnon FTIR spectrometer via ancillary optics and KBr windows. A nitrogen cooled 

HgCdTe detector allowed the spectral range of 550- 4000 cm
−1

 to be accessed. The 

spectrometer was operated with a resolution of 4 cm
−1

, with the addition of 256 scans to 

collect each spectrum. RuTPP was first deposited at room temperature, and subsequently 

cooled down to 87 K, where CO exposure and data acquisition was carried out. A reference 

background single beam spectrum representing the clean Cu(110) surface was subtracted 

from all subsequent spectra.  

 

5.3 Results 

5.3.1 Vibrational hot band of CO/Cu(110) 

The SF spectra of CO on Cu(110) are first described in order to understand the behavior of 

vibrational hot bands of CO on metal surfaces. Figure 5.1 shows SF spectra of the C-O 

stretch mode from CO/Cu(110) as a function of IR power. With increasing IR power, the = 

12 vibrational hot band of the C-O stretch mode becomes clearly visible at 2063.0 cm
-1

 in 

addition to the fundamental transition at 2088.6 cm
-1

. Evidently, a significant fraction of the 

CO oscillators are excited into the first vibrational state. The third resonance at 2036.1 cm
-1

 

is attributed to the = 23 hot band transition. The third vibrational hot band = 34 is 

also observed around 2009 cm
-1

. The frequency of each transition is determined in the low 

coverage limit to minimize the effect of dipole-dipole coupling and chemical shift. The 

exact coverage of the low coverage limit was not measured, but estimated to be less than 

0.01 ML from its SF intensity. The differences between the transitions of = 01, = 12 

and = 23, the anharmonic frequency shift, equal 25.6 cm
-1

 and 26.9 cm
-1

. For the 

accurate determination of the frequency, the contribution of 
13

C
16

O has to be considered. 
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The frequency of the 
13

C-
16

O stretch mode of 2042.2 cm
-1

 is estimated from the effective 

mass and the frequency of 
12

C-
16

O stretch mode
275

. This is close to the frequency of = 

23, but should make a negligibly small contribution since the natural abundance of 

13
C

16
O is only 1 %. 

 

At a coverage of 0.77 ML, a single peak is seen with a centre frequency of 2089.4 cm
-1

 at 

10 J IR power, which is lower than the C-O stretch mode of the same sample measured 

with 4 J IR pulse (2093 cm
-1

). The linewidth broadening from 4.7 cm
-1

 to 9.1 cm
-1 

and a 

tail of the spectra towards lower frequency were also observed. The lower frequency shift, 

the linewidth broadening and the tail structure can be explained by a transition from 

localized oscillator to delocalized oscillator. Here, the localized oscillator means a CO 

molecule isolated from others which independently oscillates, and the delocalized oscillator 

is a layer of CO molecules, which collectively oscillate. This delocalization can be caused 

by intermolecular energy exchange through dipole-dipole coupling. The transition from 

localized to delocalized oscillator has been observed by changing the coverage of CO on 

Ru(100) and Ir(111)
142,143

. Fundamental and hot band transitions merge with increasing CO 

coverage, as the Förster energy exchange rate gradually increases with decreasing distance 

between adsorbates.  

 

 

Figure 5.1 SFG spectra of (a) 0.08 ML and (b) 0.77 ML of CO/Cu(110) at 100 K as a function of the 

IR pulse energy. The fundamental (= 01) and the hot band (= 12) transitions are observed at 

low coverage. The dotted line indicates the spectral intensity of the non –resonant background which 

corresponds to the shape of the IR pulse.  
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Figure 5.2 shows SF spectra of the C-O stretch mode as a function of coverage. With 

increasing coverage from 0.01 ML to 0.08 ML, frequency shifts of the hot bands were 

observed which will be discussed later. At a coverage of 0.25 ML, the fundamental and hot 

band transitions have almost merged, and they are no longer distinguishable at saturation 

coverage. In the case of CO on Ru(001), the energy exchange occurs at a much lower 

coverage of 0.025 ML. This difference can be caused by a smaller transition dipole moment 

of CO on Cu(110) than on Ru(001). The energy exchange depends on the 4
th
 power of the 

transition dipole moment  because of the contribution from donor and accepter dipoles. 

The transition dipole moment of CO on copper is 0.25 D
39

 while Bonn et al. proposed that 

CO on ruthenium has a dipole moment of 0.63 D
90,271

. This difference induces a 40 faster 

energy exchange for CO on Ru(001) compared with copper, while the difference in 

dipole-dipole coupling induced frequency shift is less than twice: ~45 cm
-1

 for CO on 

Cu(110)
82

 and ~70 cm
-1 

for CO/Ru(001) at the saturated CO coverage
276

.  

 

 

Figure 5.2 SFG spectra of CO/Cu(110) at 100 K as a function of CO coverage with incident 10 J IR 

pulse. The dotted line indicates the spectral intensity of the nonresonant background which 

corresponds to the spectra shape of the IR pulse.  
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The coverage dependent frequency shift is caused by both the dipole effect and chemical 

shift. The dipole effect results in a blueshift as a result of repulsive dipole-dipole interaction 

among CO molecules while chemical interactions induce a redshift in the case of CO on 

copper as discussed in chapter 3 and shown in the coverage dependent RAIR spectra in 

figure 2.5. Here, the dipole effect and chemical shift of the hot band transitions are 

described. Figure 5.3 shows a series of SF spectra at different coverages from 0.04 ML to 

0.12 ML. At a coverage of 0.12 ML, the = 23 transition is hardly distinguishable. The 

frequency of each transition increases with increasing coverage, as shown in figure 5.3. A 

larger shift was observed for higher vibrational transitions. At 0.12 ML, the = 12 and 

23 vibrational hot bands have shifted by +4 cm
-1

 and +10 cm
-1

, respectively, while the 

frequency shift of the = 01 transition is less than 1 cm
-1

. It is necessary to consider 

dipole-dipole coupling and chemical shift separately for a quantitative understanding of this 

coverage dependence. Persson and Ryberg derive a simplified equation for the coverage 

dependent frequency shift of an incomplete layer of single oscillators caused by 

dipole-dipole coupling
39,143

,  

    


 
 
 
   

     

        
   (5.3) 

 

where s is the singleton frequency of the isolated oscillator,  is the frequency at fractional 

coverage cA,   and  e are the vibrational and electronic polarizability of CO, and    is the 

dipole sum including image dipole terms for a given adsorbate structure at fractional 

coverage cA=1. This model does not include the effect of the chemical shift. The 

polarizabilities  e and   are 3 Å
-3

 and 0.27 Å
-3 

for CO on Cu(100), respectively
39,143

. 

Transitions between higher vibrational states possess a larger transition dipole moment. The 

dipole moments of the = 12 and 23 transitions are 1.4 and 2 times larger than for the 

= 01 transition
277

, respectively, in a harmonic oscillator. This trend was observed 

experimentally for the hot band of CO on Ir(111), indicating a 1.38 times larger dipole 

moment for the = 12 transition than the fundamental
143

. If we use the dipole sum of 

  =0.3 Å
-3 

for CO on Cu(100), then equation (5.3) results in dipole shift of 9.1, 12.8 and 

17.8 cm
-1

 for = 01, 12 and 23 at 0.12 ML, respectively
13

. This theoretical 

prediction reproduces the experimental data if a chemical shift of -9 cm
-1 

is introduced, 

which is close to the value measured by mixed isotope experiments of ca. 10 cm
-1

 for 0.1 

ML of CO on Cu(110)
82

. 
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Figure 5.3 (top) SFG spectra of CO/Cu(110) at 100 K as a function of CO coverage with 10 J IR 

pulses. (bottom) The C-O frequency shift of the fundamental and the hot band transitions as a 

function of CO coverage.  
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5.3.2 RAIRS : CO-RuTPP/Cu(110) 

As a first step to understand the vibrational properties of CO-RuTPP/Cu(110), RAIRS is 

used prior to the analysis of SFG spectra. Figure 5.4 shows the evolution of RAIR spectra 

from a RuTPP covered Cu(110) surface as a function of CO dosage. Two distinct peaks 

were observed in the C-O stretch region 1900-2200 cm
-1

. The higher frequency peak above 

2000 cm
-1

 was assigned to the C-O stretch mode of CO/Cu(110), as previously reported
82,278

. 

The other peak was observed around 1960 cm
-1

. This frequency is similar to the reported 

value of the C-O stretch mode of CO-RuTPP in an argon matrix at 1951.1 cm
-1

 (8 K)
279

 and 

in vacuum at 1944 cm
-1 

(293 K)
280

 and we therefore assign this peak to the C-O stretch 

mode of CO-RuTPP/Cu(110). A prominent shoulder peak around 2030 cm
-1 

is also 

observed. This peak has not been observed from CO on Cu(110) without RuTPP deposition. 

It is tentatively assigned to arise from CO molecules in between the RuTPP array. A 

previous report with STM and XPS observed that NO molecules can intercalate in the 

CoTPP array on Ag(111)
281

.  

 

Figure 5.4 RAIR spectra of the C-O stretch region from the RuTPP covered Cu(110) surface as a 

function of CO dosage. 
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Next, RuTPP coverage dependence of the C-O stretch mode was monitored while dosing 

RuTPP at room temperature in under high CO background pressure of 110
-7

 torr. The 

deposition was performed at RT to form a self-assembled structure on the copper surface. A 

new peak appeared at 1967 cm
-1

 in addition to the C-O stretch mode of CO-RuTPP/Cu(110) 

at 1952 cm
-1

 as shown in figure 5.5. The redshift of the 1952 cm
-1

 peak compared with the 

measurement at 83 K can be explained by phonon coupling as discussed for CO on Cu(110) 

surface in chapter 3. There is no significant different in phonon coupling to 

CO-RuTPP/Cu(110) comparing to CO/Cu(110) (see chapter 7). The peak at 1967 cm
-1

 is 

observed after the peak at 1952 cm
-1 

is saturated. Neither increasing CO background 

pressure nor dosing RuTPP alone provides the peak at 1967 cm
-1

. This peak is assigned to 

the C-O stretch mode of CO on multilayer RuTPP on Cu(110). CO adsorbed on multilayer 

RuTPP shows a higher frequency than CO adsorbed on monolayer RuTPP
279

. Multilayer 

RuTPP is expected to show weaker interaction with the copper substrate, which should 

create a stronger Ru-CO interaction inducing the increase of the backdonation from 

ruthenium d orbital to CO 2* orbital. This weakens the C-O bond and lowers the CO 

stretch frequency as proposed for mettalloporphyrin carbonyl complexes
282,283

. Thus, it 

cannot explain the observed blueshift. Another possibility is the creation of 

(CO)2-metalloporphyrin which shows a higher C-O stretch frequency of 1990-2050 cm
-1 

than a monocarbonyl metalloporphyrin of 1920-1950 cm
-1

 by reduced backdonation due to 

two CO molecules competing for the centre metal d orbitals
284

. Dicarbonyl-RuTPP in Ar 

matrix
279

 shows the C-O stretch mode at 2015 cm
-1

. In surface confined porphyrins, CO-Fe 

protoporphyrin IX (CO-FePP) on gold electrode was studied by surface enhanced IR 

absorption spectroscopy, showing the frequency of ~1960 cm
-1

 for CO-FePP and a slightly 

higher frequency of (CO)2-FePP
285

. Thus, formation of cis-dicarbonyl RuTPP can explain 

the higher frequency peak of multilayer RuTPP. 

 

The transition dipole moment of CO on RuTPP compared to CO on Cu(110) surface can be 

estimated from RAIRS because infrared absorption provides a simple relationship between 

adsorbate coverage and signal intensity. The peak integral of 0.77 ML CO on Cu(110) is 

first obtained as reference. If the transition dipole moment of CO on RuTPP/Cu(110) is 

assumed to be same as CO on Cu(110), the coverage of saturated CO-RuTPP on Cu(110) is 

estimated as 0.031 ML from the RAIR spectra of monolayer CO-RuTPP. This assumption 

seems reasonable because the estimated saturated coverage is close to the expected value 

from the unit cell of the RuTPP supramolecular structure which suggests that dipole 

moment of CO-RuTPP/Cu(110) has similar value with CO/Cu(110). Since dipole-dipole 

coupling hardly affects the hot band frequencies of CO/Cu(110) at this coverage (figure 

5.3b), we can be confident that the measured frequencies are the singleton frequencies.  
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Figure 5.5 RAIR spectra of CO on RuTPP on Cu(110) as a function of RuTPP coverage. RuTPP 

coverage increases from top to bottom. Spectra were acquired every 3 minutes under continuous 

dosing of CO-RuTPP.  

 

5.3.3 SFG : CO-RuTPP/Cu(110) 

Figure 5.5 shows SF spectra of the C-O stretch mode from the CO-RuTPP/Cu(110) surface. 

A high frequency peak at 2093 cm
-1 

is observed, which is assigned to the C-O stretch mode 

of CO/Cu(110)
82,278

. The shoulder peak of RAIRS around 2030 cm
-1

 has not been observed 

in SF spectra. Generally, RAIRS and SFG should show resonant peaks at the same 

frequency, but the intensity ratio between peaks is not necessarily the same. The Raman 

tensor
286,287

 and dipole-dipole coupling
288

 affect SF intensity in addition to the transition 

dipole moment. Intercalated CO could conceivably have a different Raman tensor but we 

cannot exclude that differences are caused by the differences in sample preparation in the 

two chambers.  

 

In addition, there are two lower frequency peaks at 1957.1 0.3 cm
-1

 and 1927.0 0.6 cm
-1

. 

The peak at 1957.1 cm
-1

 is assigned to the C-O stretch mode of CO-RuTPP/Cu(110) as 

observed in RAIRS. A reasonable assignment of the peak at 1927.0 cm
-1

 is the = 12 hot 

band transition. To confirm this assumption, the power of the IR beam was decreased. 

Figure 5.6(a) shows the disappearance of 1927 cm
-1 

peak indicating that this peak is indeed 

the hot band transition. A third peak is observed around 1895 cm
-1
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as the = 23 vibrational hot band transition. The anharmonic frequency shift between = 

01 and = 12 is 30 cm
-1

 which is 10 % larger than for CO on metal surfaces. 

 

Since dipole-dipole coupling can modify the frequency of a transition, we carefully 

examine the coverage dependence to evaluate its extent. The saturated CO-RuTPP coverage 

is estimated as 0.03 ML from the unit cell of RuTPP which was determined by STM images 

(chapter 4). The coverage of RuTPP is estimated from the temperature programmed 

desorption spectra which provide a coverage of 0.025 ML and 0.15 ML for CO-RuTPP and 

CO on Cu(110), respectively. The coverage of coadsorbed CO is higher than the Cu(110) 

area left bare by RuTPP molecules, which can be caused by the intercalation of CO into the 

RuTPP molecular islands. If the sticking coefficient is constant over the whole coverage 

range, then the lowest coverage of figure 5.6(b) is ~10 % of saturation from the amount of 

CO dosage, suggesting that the lowest coverage spectrum of CO on RuTPP/Cu(110) is 

recorded at 0.0025 ML. This corresponds to a distance of 8.9 nm between CO molecules 

which is much larger than the distance of 4.9 nm (0.006 ML) of CO on Ru(001)
142

 where 

the energy exchange by dipole-dipole coupling was found to be negligible. Indeed, the 

intensity ratio of the = 12 hot band and = 01 transitions remains constant (322 %) 

while the coverage of CO increases. The frequency of vibrational excitation peaks is also 

independent from CO coverage and IR fluence, indicating that CO-CO interactions are 

negligibly small under these experimental conditions
82,142,271,289

. 
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Figure 5.6 SFG spectra of the C-O stretch mode from CO-RuTPP/Cu(110) as a function of (a) IR 

fluence, (b) CO dosage. RuTPP coverage is estimated to be 80 % of saturation from the TPD spectra. 
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5.4 Discussion 

Here we discuss the large anharmonicity of CO-RuTPP/Cu(110). Assuming a Morse 

potential, equation (5.1) gives 0.0076 for e . This value is the highest value among the 

reported anharmonicities of the C-O stretch mode. We can exclude any artifacts caused by 

coverage and infrared probe power as shown above.  

 

The C-O stretch of gas phase CO shows an anharmonic shift of 26.6 cm
-1

 which 

corresponds to e=0.0061 
275

. Anharmonicity increases generally upon adsorption: 0.0066 

(26.8 cm
-1

), 0.0065 (26.8 cm
-1

) and 0.0064 (25 cm
-1

) have been reported for CO/Ru(001)
83

, 

CO/Ir(111)
143

 and carboxyl hemoglobin
272

, respectively. A porphyrin carbonyl complex 

molecule, namely heme domain FixLH from Bradyhizobium japonicum, shows an even 

larger anharmonicity of 0.0069  (29 cm
-1

)
274

. The reported anharmonicities are 

summarized in table 5.1.  

 

The anharmonicity of the C-O stretch mode has not been systematically investigated in 

detail. Here, CO on metal surfaces is first examined. The anharmonicity increases in the 

order of gas phase CO, and adsorbed on Cu(110), Ir(111) and Ru(001) surfaces. This trend 

indicates that the lower the stretch frequency, the higher the anharmonicity. A lower 

frequency of the C-O stretch mode generally corresponds to a weaker C-O bond and a 

stronger CO-metal bond
290-292

 because donation from the metal d orbital to the CO 2* 

orbital weakens the C-O bond and decreases the frequency of the C-O stretch mode. A 

weaker C-O bond means a lower dissociation energy and therefore a larger anharmonicity. 

There is a good correlation between frequency and anharmonicity for gas phase CO and CO 

on metal surfaces as shown in figure 5.7. 
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Table 5.1 Anharmonicity of the C-O stretch mode in different systems  

System  
Fundamental 

[cm
-1

] 

Hot band 

[cm
-1

] 

Morse 

anharmonicity 

e  

De 

[eV] 
Ref 

CO-RuTPP/Cu(110)  1957.1 1927.0 0.0076 8.1 - 

CO gas phase  2143.3 2116.6 0.0061 11 - 

CO/Cu(110)  2088.6 2063.0 0.0061 10.7 - 

CO/Cu(110)-(62)O  2112.1 2085.4 0.0063 10.5 - 

CO/Ru(001)  1990.4 1961.4 0.0067 9.3 SFG
131

 

CO/Ru(001)  1989.9 1963.1 0.0066 9.5 IR
83

 

CO/O/Ru(001)  2069 2040 0.0070 9.3 SFG
131

 

CO/Ir(111)  2041 2014.2 0.0065 9.9 SFG
143

 

carboxy hemoglobin  1950 1925 0.0064 9.6 IR
272

 

FiXLH-CO  2123 2094 0.0069 9.7 IR
274

 

 

 

 

Figure 5.7 Morse anharmonicity of the C-O stretch mode as a function of the = 01 transition 

frequency. Red squares, black circles, and blue triangles represent CO on metals, oxidized metals 

and porphyrin complexes, respectively. The solid line is the result of a linear fit to the red squares. 
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Next, the anharmonicity of CO coadsorbed with oxygen is discussed which shows larger 

anharmonicity than expected. 0.0063 and 0.0070  are obtained from CO coadsorbed with 

oxygen on Cu(110) and Ru(001), respectively. Coadsorption of oxygen withdraws substrate 

electrons, which reduces backdonation (from copper d orbitals into the CO 2* orbital) 

increasing the frequency of the C-O stretch, as observed for CO on Cu(110)-(62)O. This 

reduction of backdonation also increases the dissociation energy, therefore the 

anharmonicity should decrease. This is clearly different from the observation. Oxygen 

coadsorption not only reduces the backdonation to CO, but also creates a static electric field 

around the CO molecules of 0.04 V/Å (=4 MV/cm) as calculated for O+CO on Pt(111)
198

. 

This static electric field can affect the vibrational properties of CO, also known as the 

vibrational Stark effect (VSE)
293

. 

 

The VSE was initially discussed in the context of adsorbates at electrochemical interfaces 

under potential control, where changes in frequency and intensity were observed as a 

function of applied potential
294-298

. The ground and vibrational excited states have different 

dipoles, thus they are influenced differently by an external field. For example, VSE of CO 

on Ru(001) surface has been studied by IR spectroscopy under potential control in an 

electrochemical cell, showing VSE is 37 cm
-1

/V and 29 cm
-1

/V for CO on (22)-O, and 

(31)-O oxide layers, respectively
299

. VSE is also often used to detect local electric fields in 

proteins observing frequency shifts, using reporter labels such as CN and CO
293

. For 

porphyrins and proteins, vibrational Stark tuning rates are measured to be around 0.5-2 

cm
-1

/(MV/cm).  

 

The vibrational Stark tuning rate has two contributions from the mechanical anharmonicity 

(anh) and field dependent force constant (bond). The harmonic force constant of an 

oscillator is influenced by the external field interacting with partial charges in the CO 

which changes the frequency, but does not affect the anharmonicity of the oscillator. 

Mechanical anharmonicity means that the external field shifts the vibrational ground and 

excited states by different amounts, because these states possess different static dipole 

moments. This causes a frequency shift in the transition between vibrational ground and 

first excited states, but actually shifts the hot band transitions more, due to the increasing 

dipole moments, as shown in figure 5.8. It is known that anh is almost equal to the Stark 

tuning rate for C-O stretch mode
294

. According to an estimate by Park and Boxer
294

,  

anh=3|M|       (5.4) 

 

where |M| is the transition moment of the oscillator in units of Debye (D). Equation 

(5.4)gives anh=0.07 for the fundamental transition, which will increase by a factor 2 for 
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the hot band due to the larger transition dipole moment. The Stark frequency shift is 

expressed by   F, where F is the external local field. The hot band transition therefore 

shows a frequency shift twice as large as for the fundamental, resulting in a Stark shift of -1 

cm
-1

 for fundamental and -2 cm
-1 

for hot band per MV/cm. A field of 1 MV/cm
-1

 could then 

account for the apparent increase in anharmonicity of CO coadsorbed with oxygen to 

0.0063 from 0.0061. Such a Stark shift may also bring the relatively large anharmonicity of 

CO-RuTPP back in line with the value expected from the C-O stretching frequency.  

 

In our discussion, we also need to address whether a Morse potential is the best description 

for CO on surfaces. In the Morse potential, the anharmonic frequency shift must remain 

constant for higher vibrational transitions, however, the anharmonic shift between 

fundamental and first hot band, and first and second hot bands increases from 25.6 to 26.9 

cm
-1

 for CO/Cu(110) and from 30.1 to 32.0 cm
-1

 for CO-RuTPP/Cu(110). The increase in 

anharmonic shifts cannot be due to a contribution of 
13

CO, but there are no known cases in 

the literature where this assumption fails.  

 

 

Figure 5.8 (adapted from ref
294

) Schematic illustration of the effect of an electric field on a 

vibrational transition energy leading to the observed VSE. Mechanical anharmonicity shifts 

vibrational levels depending on their dipole moment, which changes both the frequency of the 

transition and the anharmonic frequency shift between adjacent levels. q is the effective charge of the 

oscillator.  

 

  



87 

 

In order to elucidate oscillator anharmonicity, the simulation of the PES is currently in 

progress by Mr.Paolo Poli in collaboration with Prof. Mats Persson in Liverpool. Table 5.2 

summarizes the preliminary results of the calculated frequency and anharmonicity. An 

increase of the Morse anharmonicity after adsorption of CO-RuTPP onto Cu(110) surface 

has been observed. However, the frequency of the C-O vibrational modes and absolute 

values of the anharmonicity are not reproduced by the simulation. Currently, a more 

accurate calculation of the dissociation energy, which accounts for more than just the PES 

near the potential minimum and a potential electric field caused by charge transfer between 

substrate and RuTPP (which was calculated to be 1.3e
-
 from substrate to adsorbate in the 

case CoTPP/Cu(110)
89

) are in progress. 

 

Table 5.2 Calculated frequency and anharmonicity 

System  

Frequency of = 12 

[cm
-1

] 

Morse 

anharmonicity e 

C-O equilibrium 

Distance [Å] 

Experimental Simulation Experimental Simulation - 

CO gas 

phase  
2143.3 2107 0.0061 0.0064 1.14 

CO/Cu(110)  2088.6 2034 0.0061 0.0061 1.16 

CO-RuTPP  1951.1 1935 - 0.0060 1.175 

CO-RuTPP/ 

Cu(110)  
1957.1 1912 0.0076 0.0064 1.174 

 

5.5 Conclusion 

Higher vibrational states of CO on a bare and a RuTPP covered Cu(110) surface have been 

studied by intense IR – visible SFG. The  = 0 1 C-O stretch mode of CO-RuTPP on 

Cu(110) appeared at 1957 cm
-1

 with the  = 1 2 hot band peak at 1927 cm
-1

 showing 

higher anharmonicity than for CO on metal surfaces. The frequency of the C-O stretch 

mode and the hot band population of CO-RuTPP/Cu(110) are independent from the 

coverage of CO, which indicates that dipole-dipole coupling among CO on RuTPP is 

negligibly small. A Morse anharmonicity of 0.0076  was obtained from 

CO-RuTPP/Cu(110) which is the largest value among reported C-O stretch modes. The 

anharmonic frequency shift is found to increase for higher vibrational transitions, which 

suggests that the Morse anharmonic potential is not a good description of the anharmonic 

potential at surfaces. Although the complexity of the surface anharmonic potential makes 

the design of ladder climbing reactions nontrivial, the porphyrin layer is shown to be a 

promising template for lowering the dissociation energy of CO.  
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Chapter 6 

Desorption of CO from single ruthenium 

porphyrin on Cu(110) with STM 

 

Magnetic, electronic and optical properties of metalloporphyrins have been controlled by 

adsorption/desorption of small molecules, such as CO, NO and NH3, onto/from their centre 

metal atoms. Understanding the desorption mechanism is indispensable for describing how 

the energies are transferred and dissipated through the local electronic structure of the 

metalloporphyrins. In this work, the desorption of CO from a RuTPP on Cu(110) was 

investigated using an STM at a cryogenic temperature (4.7 K). Tunneling electrons between 

STM tip and CO-RuTPP/Cu(110) induce CO desorption. A desorption yield measurement 

with the STM exhibits a sudden increase at a sample bias voltage of -1.1 V, corresponding 

to electronic states observed in scanning tunneling spectra (STS). The desorption rate as a 

function of tunneling current was measured to be I
2.1

, I
2.3

 and I
1.8

 at sample bias voltages of 

-1.25, -1.40, and -1.60 V, respectively, indicating that CO desorption is a two carrier 

process over a wide range of bias voltages. The mechanism of CO desorption is suggested 

to be the creation of a tentative positive ion. 

 

6.1 Introduction 

The formation and breakage of metal-carbonyl bonds have generated much interest because 

of their correlation with biological and catalytic properties such as the prevention of 

hemoglobin oxygen transport and CO poisoning in heterogeneous catalysis300,301. Thermal 

and photo-induced metal-carbonyl bond breaking provides information about the bond 

strength and energy transfer
302-304

. The formation/breakage of a metal-carbonyl bond also 

makes it possible to control the electronic structure and physical properties of 

organometallic compounds.  

 

Metalloporphyrins attract profound interest because of their unique electronic structures 

and optical/magnetic properties as commonly used organic semiconductors. Introducing 

small molecules, such as CO
35,243-245,305,306

, NO
243,307-310

 and NH3
311,312

, onto the metal atom 

at the centre of the porphyrins provide additional flexibility to their electronic
35,305,307,311

 and 

magnetic
243-245,306,308-310,312

 properties for future applications in chemical sensing and 

molecular electronics
313-315

. For example, the coordination of CO onto RuTPP increases its 

electronic excitation lifetime by 1000 fold by switching the lowest excited state from a 
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singlet (d,*) to a triplet the 
3
(,*) state, leading to phosphorescence

35
. 

 

A scanning tunneling microscope (STM) is a versatile tool for investigating the chemical 

reactions and motions of a single molecule by imaging and manipulating individual 

molecules. An important factor in chemical reactions when using the STM tip is the local 

density of states (LDOS) in which molecular orbitals of the adsorbate hybridize with the 

metal substrate. Tunneling electrons are trapped at the LDOS, which creates an 

electronically excited adsorbate, followed by the induction of motion or reaction before 

energy relaxation from the adsorbate into the metal substrate. This inelastic electron 

tunneling (IET) process induces vibrational excitation or direct electronic excitation, which 

leads to motions of the adsorbate. Various types of IET processes for carbon monoxide 

(CO) on metal surfaces have been studied. An important process of the vibrational 

excitation-induced bond breaking is resonant tunneling of electrons into the molecular 

orbitals (MOs) around the Fermi level, which lead to the excitation of an adsorbate 

vibration directly or indirectly along the reaction coordinate
28

. For example, the desorption 

and diffusion of a CO molecule on Cu(111) were observed, with a threshold sample bias 

voltage of Vs=2.4 V, which was explained by the fact that the motion of a CO molecule is 

caused by a single electronic transition through electron injection into the CO 2* state
58

. It 

should be noted that the excited electrons need to be localized at the target chemical bond 

for a sufficiently long period to induce motion. In contrast to CO on metal surfaces, only a 

few STM studies have been reported for CO desorption from organometallic complexes, 

which exhibits a much weaker interaction between CO and the metal substrate because of 

electronic decoupling by the organic molecular template. 

 

The desorption of an attached CO, NO or NH3 from a metalloporphyrins has been achieved 

either by heating the substrate
306-308,310-312

 or by tunneling electron injection to the 

molecule
244,245,309,316

 from the tip of an STM. Burema et al. reported controlled desorption 

of a NO molecule from cobalt tetraphenyl porphyrin (CoTPP) on Ag(111) by injecting 

electrons from the STM tip at a sample bias voltage (Vs) of 800 mV
316

, which was 

explained by either electric field effect or substrate mediated electron propagation. The 

electron injection with the STM also induces CO desorption from manganese 

phthalocyanine
244

. The authors observed a sudden drop in the tunneling current (It) in a Vs 

range of 400–600 mV, depending on the tip-sample distance, implying that the CO 

desorption was caused by an electric field effect. Energy transfer to the Co-NO bond via 

inelastic electron tunneling was inferred from the desorption of NO from 

NO-CoTPP/Au(111)
317

. Desorption of NO was observed as a two-carrier process at 0.8 V, 

changing to a one-carrier process at 1.0 V. The proposed mechanism is vibrational ladder 

climbing of the Co-NO bond, where 1.0 V electrons are sufficient to lead to direct 
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desorption, while two lower energy electrons need to arrive within the vibrational 

relaxation time to cause desorption
317

. 

 

This chapter presents a single molecule investigation of the desorption of CO from the 

ruthenium tetraphenyl porphyrin carbonyl complex (CO-RuTPP) on a Cu(110) surface 

using an STM. The CO desorption from a CO-RuTPP molecule was investigated in detail 

using a combination of scanning tunneling spectroscopy (STS) and reaction yield 

measurement with the STM (which corresponds to action spectroscopy in the electronic 

energy region), leading to the conclusion that CO desorption from CO-RuTPP/Cu(110) is 

driven by hole creation into occupied states of CO-RuTPP. Reaction yield measurements 

showed a sudden increase in the desorption yield at around Vs=-1.1 V. The current 

dependence of the reaction yield provided power law relationships of I
2.1

, I
2.3

, and I
1.8

 at 

sample bias voltages of -1.25, -1.40, and -1.60 V, respectively, indicating a two-carrier 

process over a wide range of Vs.  

 

6.2 Experimental  

All of the experiments were performed using a low-temperature STM (Scienta Omicron Inc, 

LT-STM) at 4.7 K, with an electrochemically etched tungsten tip at a base pressure of 3 × 

10
−11

 torr. A Cu(110) single crystal surface was cleaned using several cycles of Ar
+
 ion 

sputtering and annealing at 800 K. The CO-RuTPP was purchased from Sigma Aldrich 

(purity ~80 %) and was transferred into the homemade molecular doser. The molecular 

doser was degassed over 12 h at ~150 C in vacuum to remove residual solvent and other 

impurities. The purity of CO-RuTPP was monitored by mass spectroscopy, and also directly 

confirmed from STM image. The sublimation of the CO-RuTPP onto a clean Cu(110) 

surface was performed by resistive heating of the molecular doser to ~200 C, holding the 

substrate at room temperature. After the adsorption of RuTPP, the sample was left at room 

temperature for 12 h prior to the transfer into the cryostat for LT-STM experiments, in order 

to form a self-assembled island structure. The deposition of CO molecules onto the Cu(110) 

surface was performed using a dosing tube at ~50 K. The acquired images were processed 

using the WSxM
172

 software to adjust the image contrast and calibrate the distance. 

 

6.3 Results 

6.3.1 STM imaging  

The deposition of CO-RuTPP onto the Cu(110) surface at room temperature led to the 

display of bright protrusions across the surface, as shown in the STM images of figure 

6.1(a)–(b). The details of adsorption structure and supramolecular structures have been 

already described in chapter 4. Briefly, isolated molecules and self-assembled structures are 

observed. The STM images show a four-lobe structure that resembles the RuTPP molecular 
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structure. The angle and size of the STM images were calibrated using an atomically 

resolved STM image of a bare Cu(110) surface, as shown in the inset of figure 6.1(a). With 

increasing molecular coverage, the RuTPP molecule forms a regular and ordered array 

structure. After CO exposure at ~50 K, the image contrast at the centre of RuTPP molecules 

becomes much brighter, indicating attachment of CO on top of a ruthenium atom, as 

observed with CO adsorption onto metallophtalocyanines on other metal surfaces
243,244

. 

This feature was not observed prior to CO exposure and was assigned to arise from CO 

adsorption onto a ruthenium atom, which leads to the conclusion that the CO-RuTPP 

decomposed into CO and RuTPP during the deposition process. The cross-sectional height 

profile demonstrates that CO-RuTPP has a larger apparent height than RuTPP, as shown in 

figure 6.1(d), which is consistent with CO-MnPc/Bi(110)
244

, but different from 

CO-FePc/Au(111)
245

 and CO-CoTPP/Ag(111)
246

, where CO adsorption reduced the 

apparent heights of the porphyrins by modifying the local densities of states. This indicates 

that the contribution of CO to the STM image originates from the change in electronic 

structure rather than the height of the adsorbate.  
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Figure 6.1 (a)–(c) STM images of RuTPP and CO-RuTPP adsorbed on Cu(110). The images were 

obtained at 4.7 K with Vs = 500 mV and It = 0.5 nA. (a) Inset: atomic resolution STM image of bare 

Cu(110) used to calibrate the distance and angle of the STM images. (c) STM image of RuTPP 

coadsorbed with CO, which is superimposed on the Cu(110) lattice lines calibrated by CO/Cu(110). 

A ball and stick model of RuTPP is overlaid on the STM image. Inset: enlarged image of RuTPP and 

CO-RuTPP, which are marked by dotted and solid lines, respectively. (d) Cross-sectional height 

profiles measured along the straight lines of RuTPP and CO-RuTPP on Cu(110). The corresponding 

solid and dotted lines are shown in (c). 
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6.3.2 Electronic structure 

The electronic structure of RuTPP and CO-RuTPP on Cu(110) was studied using scanning 

tunneling spectroscopy (STS). Figure 6.2 shows STS spectra from the centre of RuTPP and 

CO-RuTPP after subtracting the reference signal from a bare Cu(110) surface. Due to the 

strongly nonlinear dependence of signal at high bias voltages, a reliable difference spectrum 

could only be obtained in the range of -1.3 to +0.9 V. RuTPP exhibits an increase in the 

LDOS at a negative Vs. A distinct peak at around Vs=-1.1 V (figure 6.2 (a) and (d)) was 

observed from both RuTPP and CO-RuTPP. Such occupied states have been widely 

observed for metalloporphyrins on metal surfaces
318,319

 e.g. the STS spectrum of CoTPP on 

Cu(110) has been reported, and reveals a peak at a negative sample bias of -0.72 eV, which 

was assigned to the highest occupied molecular orbital (HOMO) of CoTPP
318

. We equally 

assign our peak at Vs=-1.1 V to the RuTPP HOMO and note that it is not shifted by 

subsequent CO adsorption. Two additional peaks were observed at Vs=-0.8 V (figure 6.2 

(b)) and around the Fermi level (figure 6.2 (c)) for CO-RuTPP/Cu(110). The peak (b) of 

figure 6.2 can be assigned to the HOMO of CO-RuTPP. The origin of the peak (c) is 

currently unknown. Since CO-RuTPP exhibits a bright centre spot at Vs=0.5 V, the low 

energy states are likely localized to the centre of the CO-RuTPP. The assignment of each 

peak to molecular orbitals can be achieved by DFT calculation for partial DOS. It should be 

noted that CO adsorption onto CoTPP/Ag(111) did not produce any additional peaks in the 

range of -670 to +270 mV
246

. 

 

 

Figure. 6.2 STS spectra of CO-RuTPP and RuTPP on Cu(110). The STS spectrum of bare Cu(110) is 

subtracted to emphasize the change in dI/dV. Dotted lines show the integrated of STS signal from the 

Fermi level. For the assignment of each peak, see text. 
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6.3.3 Reaction yield measurement  

We next studied the desorption of CO from CO-RuTPP/Cu(110) by tunneling electrons 

from the STM tip to the centre of CO-RuTPP. After recording an STM image (figure 6.3(a)) 

the tip was fixed over the centre of the CO-RuTPP and tunneling electrons injected into the 

molecule at a specific sample bias voltage with the feedback loop turned off. CO desorption 

appears as a sudden change in the tunneling current in the It plot, as shown in figure 6.3(c). 

This was confirmed by a subsequent STM image (figure 6.3(b)), where a loss of CO is seen 

as a loss of the bright protrusion in the RuTPP centre. CO-RuTPP and RuTPP molecules are 

indicated by solid and dotted lines in figure 6.3(a)-(b), respectively. The desorption yield Y 

was calculated from Y = e/Iτ, where e is the elementary charge, and τ is the average time 

required for desorption. The desorbed CO can transfer to the vacuum, tip or a neighboring 

molecule
58,244

. The averaged values of Y(Vs) were obtained by repeating this experiment 10 

times at each Vs.  

 

The desorption yield was recorded in the range of Vs=-1.075 to -1.60 V, as shown in figure 

6.4. No CO desorption was seen in the vibrational energy region below 400 mV at 4.7 K or 

77 K. Instead, we observe an increase in the desorption probability at voltages below -1 V, 

followed by a plateau in the region of Vs=-1.15 to -1.45 V and an increase for higher bias 

voltages. Above about -1.2 V, signal levels allowed to measure the current dependence of 

the desorption yield Y (Figure 6.5). The slope of the double-log plot is the power n in the 

power-law dependence320,321: Y=I
n
, where n=2.10.2, 2.30.3, and 1.80.1 for Vs=1.25, 1.40, 

and 1.60 V, respectively. This power-law dependence on the applied current means that the 

desorption process consists of a two-carrier process, regardless of the applied bias voltage, 

in the range of - 1.25 to -1.60 V. This is clearly different to NO desorption from 

CoTPP/Au(111) which shows a change from a single electron process at Vs=0.8 V to a two 

electron process at Vs=1.0 V.  
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Figure. 6.3 (a)–(b) STM images of CO-RuTPP adsorbed on Cu(110) (Vs= 500 mV, It = 0.5 nA) 

before and after injection of tunneling electrons to the rightmost CO-RuTPP molecule. RuTPP and 

CO-RuTPP are marked by dotted and solid lines, respectively. (c) Tunneling current measured as a 

function of time under constant applied voltage (-1.5 V, 20 nA). 

 

Figure. 6.4 Reaction yield per electron for desorption of CO from CO-RuTPP/Cu(110) as a function 

of the sample bias voltage of the injected electrons, It=20 nA. Solid line is the integrated DOS 

obtained from figure 6.2. 
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Figure 6.5 CO desorption rate as a function of tunneling current for Vs=-1.25, -1.40, and -1.60 V. The 

solid lines are the results of least squares fits to the data, whose slopes for the applied bias voltages 

correspond to powers (n) in the nonlinear power-law dependence. The error bars of (d) and (e) were 

determined from the standard deviation. The lower boundary of the error bar for -1.25 V in (e) is 

determined from the maximum desorption time. 

  

6.4 Discussion 

The driving force for CO desorption can be explained by either the electric field effect or 

inelastic scattering of the tunneling electrons. We can exclude an electric field effect, 

because it should result in a linear dependence of the desorption yield versus electric field 

(sample bias per tip-sample distance)
322

, unlike the dependence shown in figure 6.4.  

 

Next, we discuss the direct excitation of vibrational modes by IET as a possible origin of 

CO desorption. The desorption yield is too low at the sample voltage of below 1 V to 

measure the yield within a reasonable time scale. The desorption energy of CO from 

RuTPP/Cu(110) is 0.75 eV which indicates that the C-O stretch mode with a vibrational 

energy of 250 meV is the most likely of all the  vibrational modes to realize desorption. 

However, direct excitation of the C-O stretch mode is inefficient because of the lack of 

LDOS
28

 at the vibrational energy range around 250 meV. We can explain the increase in the 

desorption yield observed below -1 V and the subsequent plateau by the peak observed by 

STS around Vs=-1.1 V: while STS detects the LDOS at a specific Vs, the reaction yield in 

action spectroscopy reflects the integral over the same LDOS. An overlaid plot of the 

LDOS integral for both bare RuTPP and CO-RuTPP shows the close correspondence 

between these two measurements in figure 6.4. The integral traces in figure 6.2 also show 
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that we are not able to separate whether the process originates in a CO or a RuTPP-related 

peak. In either case, the IET process is enhanced by the CO-RuTPP HOMO or the pure 

RuTPP HOMO. A second threshold is observed at -1.5 V and corresponds again to a two 

electron process. We conclude that the IET process from the STM tip plays a dominant role 

in the desorption of CO between the Vs range of -1.075 and -1.5V. Since we are operating at 

negative bias voltages, the underlying process must be a hole injection into the occupied 

states, which then leads to desorption of CO. 

 

Desorption induced by hole injection and other chemical reactions have been previously 

reported in studies of adsorbates on metal substrates
317,323-327

. Applying a positive bias 

voltage does not show desorption of CO within a reasonable time scale, which can be 

assigned to a low LDOS of unoccupied states as seen in figure 6.2. It should be noted that 

applying a high voltage (Vs>1.5 V) can cause CO desorption non-locally which is assigned 

to the electric field effect as previously reported
244,245,316,317

. CO desorption from RuTPP on 

Cu(110) has been already observed to begin at Vs=-1.075 V of figure 6.4. In contrast, CO 

desorption from a copper surface requires a bias voltage higher than 2.4 V
58

. This 

difference cannot be explained by different desorption barriers, because the CO desorption 

temperature of CO-RuTPP is 80 K higher than that of CO/Cu(110) (as shown in figure 7.1 

in next chapter). The desorption mechanism of CO from a copper surface is electron 

injection to the unoccupied 2* state, which occurs in a single-electron process
58

. A 

two-carrier process was not observed from CO on a copper surface, which can be explained 

by the short lifetime of the electronically excited state of around 0.8 to 5 fs
58

. We propose 

that the lower desorption threshold voltage of CO-RuTPP/Cu(110) is due to the two-carrier 

process as observed in figure 6.5.  

 

The two-carrier induced IET process for a single molecule reaction in such a wide Vs range 

is unique and so far has not been reported. At this moment, it is unable to conclude the 

details of desorption mechanism. Here, a probable scenario is described. Since our reaction 

thresholds are in the energy range of electronic excitations, we propose that the first hole 

excites CO-RuTPP to an electronically excited (positive ion) state. The second electron 

then leads to desorption by injecting a further hole. A single hole in the CO-RuTPP HOMO 

at -0.8 V would unlikely result in desorption: the HOMO of CO-metalloporphyrins is 

governed by the dxy orbital which has little overlap with the orbitals of CO
282

 as shown in 

figure 6.6, while an efficient IET process would require the localization of the tunneling 

electrons at the target chemical bond
27

. However, once a hole is injected in the CO-RuTPP 

or RuTPP HOMO, lower occupied states might become energetically accessible to the 

second hole. For example, HOMO-1 and HOMO-2 originate from the hybridization 

between metal dxz/dyz and CO * orbitals
282

, which contribute to the bond strength of the 
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centre metal-CO. Since these states contain the target chemical bond, their excitation could 

lead to relatively efficient desorption via a vibrational excitation in analogy to desorption 

induced by electronic transition (DIET)
66

 or by simply withdrawing electrons from bonding 

states to induce repulsive CO-Ru potential. Such a process would be aided by an increase in 

the lifetimes of electronically excited states, which could originate in an electronic 

decoupling of ruthenium from the copper substrate by CO adsorption, analogous to what 

has been observed for CO on FePc on Au(111)
243

.  

 

As an alternative mechanism, two holes could be created in two different orbitals. If one 

hole is created in the RuTPP derived occupied orbital at -1.1 V, and another is injected into 

the CO-RuTPP derived occupied orbital at -0.8 eV, and these orbitals show little spatial 

overlap, the ensuing repulsion between two positive ions could drive CO desorption.  

 

The difference in desorption mechanism between CO from RuTPP and NO from CoTPP
317

 

could lie in the degree of hybridization between CO/NO and TPP orbitals. NO is adsorbed 

in a tilted geometry, which means stronger hybridization between orbitals, which could 

make desorption possible over a wider energy range through carrier injection into any 

molecular orbitals. 

 

Figure 6.6 (adapted from ref
282,328

) Molecular orbital diagram of metalloporphyrin.  
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6.5 Conclusion 

CO desorption by inelastic tunneling from CO-RuTPP on Cu(110) has been studied with a 

combination of STS and reaction yield measurements. Scanning tunneling spectroscopy 

shows different HOMO levels of both RuTPP and CO-RuTPP. CO desorption by inelastic 

tunneling has been observed by creating holes in the occupied states of CO-RuTPP/Cu(110). 

An efficient desorption compared to CO/Cu(110) is attributed to enhanced inelastic 

scattering through resonant tunneling. The two-carrier process is probably caused by 

tunneling of a second hole into an excited stated created by a hole tunneling into a RuTPP 

or CO-RuTPP HOMO. The desorption of CO from RuTPP/Cu(110) is further studied by 

femtosecond laser spectroscopy which is described in the next chapter.  
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Chapter 7 

Photodesorption of CO from CO-RuTPP on 

Cu(110) 

 

This chapter describes the femtosecond laser induced desorption of CO from 

CO-RuTPP/Cu(110) and associated electron-vibration coupling. Facile femtosecond laser 

desorption occurs from CO-RuTPP/Cu(110), but not from CO/Cu(110), although the 

thermal desorption spectra reveal that the desorption energy of CO from 

CO-RuTPP/Cu(110) is 0.75 eV, which is higher than the 0.54 eV found for CO/Cu(110). 

The origin of the facile laser desorption is suggested to be an enhancement of hot electron 

induced energy transfer via the LDOS around the Fermi level. Visible pump- SF probe 

spectroscopy revealed that the C-O stretch mode shows a blueshift in the first picosecond 

under photodesorption conditions, indicating that the CO-Ru bond weakens, which can be 

caused by either excitation of the CO-Ru stretch or bending of CO. 

 

7.1 Introduction 

7.1.1 Adsorbate dynamics and electron-vibration coupling 

Understanding adsorbate dynamics at surfaces is crucial to design heterogeneous catalyst 

and sensing devices. Photodesorption can give rise to a new route for selective catalytic 

reactions, as demonstrated for CO oxidation to CO2 on a ruthenium surface
173

. Due to the 

high absorption cross section of metal surfaces compared to most adsorbates, the photon 

energy is first deposited in the metal electrons followed by energy transfer to phonons and 

the adsorbate. The theoretical framework to describe energy transfer from electrons in the 

substrate to the adsorbate is provided by the Menzel, Gomer, Redhead (MGR) 

mechanism
72,329

 in which transient electron attachment to the adsorbate causes vibrational 

excitation to overcome the desorption barrier. This is an electronically driven process, but 

surface phonons can also contribute to desorption. For further understanding of the energy 

transfer dynamics, it is required to distinguish thermally and electronically driven 

processes. 

 

Ultrafast vibrational spectroscopy allows making this distinction by observing how quickly 

vibrations respond to photon excitation. Changes on a sub-picosecond timescale are 

generally attributed to be caused by hot electrons, changes over tens of picoseconds to hot 

phonons
19

. Ultrafast vibrational spectroscopy has been used to follow adsorbate dynamics 
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such as desorption, diffusion and reaction
32,90

. The most well studied dynamics is 

desorption of CO which is now generally attributed to the excitation of the FR mode. This 

was demonstrated for CO on Ru(001)
21

 and Pt(111)
20

 which exhibit a large redshift of the 

C-O stretch while the surface electrons are hot. While the redshift itself is caused by 

excitation of the frustrated translational (FT) mode, which moves CO from the atop towards 

a higher coordination site, the fast response of the C-O stretch and high electron 

temperatures involved, suggest that the FT is indirectly heated via the frustrated rotation as 

modeled by Ueba and Persson
192,193

. The FR is then responsible for transferring the 

molecule into the transition state for diffusion
56

 or desorption. This is further supported by a 

recent ultrafast photoelectron spectroscopy study, which revealed that the CO-Ru bond 

coordination increases in the first picosecond after pump excitation due to the excitation of 

the FR mode
65

. In addition to the redshift of the C-O stretch mode caused by the FR mode, 

Inoue et al. proposed that the CO-metal (M) mode may be also excited under desorption 

conditions from the observed blue shift of the C-O stretch mode in the first picosecond
191

.  

 

Despite this wealth of knowledge about CO on metal surfaces, little is known about how 

electron-vibration coupling occurs on other surfaces. In this chapter, the desorption of CO 

from a well-defined molecular substrate, namely metalloporphyrin covered Cu (110), is 

studied in the time domain. The closest related time-resolved studies were carried out on 

CO ligands at heme ligand in proteins. Upon absorption of photons by the heme, CO is 

photodissociated and transfers to a nearby docking site
274,330-332

. Ultrafast visible pump 

mid-IR probe measurements showed that CO rotates upon dissociation and moves to the 

new site in less than a picosecond
331

.  

 

Here, photodesorption of CO from CO-RuTPP/Cu(110) and its associated 

electron-vibration coupling is described. Thermal and laser desorption are compared, 

showing that the thermally more stable CO-RuTPP/Cu(110) exhibits facile laser desorption. 

Pump-probe SFG reveals that coupling to hot electrons is significantly altered by 

introducing the RuTPP monolayer to Cu(110). The frequency of the C-O stretch mode 

shows a blue shift during coupling to hot electrons under photodesorption conditions while 

phonon coupling at longer time scales causes the same redshift as on Cu(110). Before 

moving to the experimental and results section, optical and vibrational properties of 

CO-RuTPP are described for a reference of further discussion.  
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7.1.2 Optical and vibrational property of CO-RuTPP 

For the study of adsorbate mediated process, it is important to know the optical property of 

the CO-RuTPP. Porphyrin molecules in general have unique light absorption properties, 

around 400-450 nm (Soret band) and 500-750 nm (Q band). In particular, 

(CO)(piperidine)RuTPP absorbs photons in the visible region with peaks at 412 nm, 531 

nm and 567 nm in the ground state at 77 K and emits photons with a sharp peak at 652 nm 

as well as broadband 700-750 nm emission
333

. Excited state transition spectra reveal that 

CO(piperidine)RuTPP absorbs photons with a peak centre of 720 nm and 800 nm
35

. The 

lifetime of the excited state is 24-47 s for CO(L)RuTPP while (L)2RuTPP for 2 ns, 15 ns, 

1.6 ps (L= piperidine, pyridine and dimethyl sulfoxide, respectively)
35

. A reduction of 

electronic excited state lifetime is observed at higher temperature, from 134 s for 77 K to 

35 s for 295 K
334

. Recently, the details of excited state dynamics have been discusse by 

Iwakura et al. showing that initial excitation to 
1
Qx(1,0)(, *) by 530 nm or 

1
Qx(0,0)(, *) by 

560 nm follows relaxation to 
3
(d, *) in 1150 fs, then 

3
(, *) which emits the 

phosphorescence with >>4.8 ps lifetime
335

.  

 

Vibrational properties of CO-RuTPP have been studied as a model system to characterize 

CO-metalloporphyrin complex for vibrational dynamics
283,336

, decarboxylation, and 

electronic excitation dynamics
335

. Dlott et al. reported a correlation of the frequency and the 

vibrational lifetime of the C-O stretch mode in metalloporphyrins, showing that the higher 

the frequency, the shorter the observed lifetime
283,336

. The authors conclude that vibrational 

deexcitation is caused by intramolecular energy relaxation and its rate depends on the 

extent of back-bonding from the metal d orbital to the CO 2* orbital. In their study, the 

C-O stretch mode of CO-RuTPP is observed at ~1940 cm
-1

 and its lifetime is ~15-18 ps
336

. 

The C-O stretch mode of CO-RuTPP and (CO)2RuTPP were investigated in a more isolated 

environment which shows the peaks at 1951.1 cm
-1

 and 2015.1 cm
-1 

(Ar matrix 8K)
279

, 1944 

cm
-1 

(293 K in vacuum) and 2009 cm
-1 

(200K in vacuum)
280

, respectively. The Ru-CO 

external stretch mode is also observed as 590.1 cm
-1

 and 578.0 cm
-1 

for Ru(CO)2TPP (in Ar 

matrix, 8K
279

) and Ru(CO)2OEP (in solution
337

). The frequency of the external stretch mode 

of CO on Ru(001) is 446.5 cm
-1 

at 0.05ML
83

. 

 

7.2 Experimental 

SFG experiments were performed with an amplified 10 Hz femtosecond laser system 

combined with an UHV chamber as described in chapter 2
145,278

. One TOPAS optical 

parametric amplifier generates 4 J, 200 fs mid-IR pulses, while second TOPAS creates a 

150 fs pump beam with wavelength of 532 nm, 800 nm and 400 nm. The remainder is 

passed through an etalon (SLS Optics) to produce an upconversion pulse of about 7 cm
-1

 

spectral width, time-shifted by 1.3 ps to reduce the non-resonant sum frequency signal
133

.  
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A Cu(110) single crystal was cleaned by Ar
+
 bombardment at 1 keV, followed by annealing 

to 600 K. RuTPP (Sigma Aldrich) was used as purchased and sublimed at 500 K onto the 

Cu(110) surface, which was held at 300 K during deposition. The RuTPP coverage is 

estimated from TPD. CO is dosed from background pressure at a substrate temperature of 

100 K. All sum frequency spectra shown were recorded at 100 K substrate temperature. 

Unpumped sum frequency spectra were recorded every 4 delay points to confirm long term 

stability of the CO and RuTPP layer for the pulsed laser irradiation. 

 

7.1. Results 

7.3.1 Thermal and laser desorption  

Thermal desorption of CO from CO-RuTPP/Cu(110) was studied by temperature 

programmed desorption. Figure 7.1 shows thermal desorption spectra of 

CO-RuTPP/Cu(110) and CO/Cu(110). The mass 28 signal appears around 200 K from 0.1 

ML CO on Cu(110). The desorption temperature is lower for saturated CO on Cu(110). This 

lower desorption barrier at higher coverage can be explained by repulsive dipole-dipole 

interaction
82

. 

  

A similar desorption peak was observed around 190 K from the RuTPP pre-covered 

Cu(110) surface which is assigned to CO desorption from the bare parts of the Cu(110) 

surface. In addition, a new peak appears around 280 K as marked by an arrow. At this 

temperature the resonant SF signal of the C-O stretch mode from CO-RuTPP/Cu(110) 

disappears as shown in figure 7.2, therefore this peak is assigned to the CO desorption from 

the RuTPP molecules. From figure 7.1, desorption barriers of 0.54 eV and 0.75 eV are 

calculated by using the Redhead equation
71

 for CO/Cu(110) and CO-RuTPP/Cu(110), 

respectively, with an assumption of frequency factor =10
13

 [s
-1

] and the desorption is 1
st
 

order. The latter assumption should be reasonable because CO always adsorbs atop of 

Cu(110) and RuTPP down to 4.7K, as confirmed by STM and DFT. If the frequency factor 

is one order larger, desorption barrier increases to 0.04 eV, resulting in reduction of the 

accuracy of absolute value, however, the main conclusion here is that CO is more thermally 

stable on RuTPP/Cu(110) than on Cu(110). The dissociation energy of CO-RuTPP in the 

gas phase is unknown, but considered comparable
338

 to the dissociation energy of CO-Fe 

porphyrins around 1.1-1.4 eV
339,340

. The thermal stability of CO-RuTPP is therefore reduced 

upon adsorption onto Cu(110). This can be explained by hybridization with the copper 

substrate, as previously reported for CoTPP/Cu(110)
89

, where  DFT deduced a charge 

transfer of 1.3e
-
 from the uppermost copper layer to the cobalt    , LUMO and LUMO+1 

orbitals
89

. Adsorption of RuTPP onto copper could therefore also increase the occupation of 

the ruthenium d* orbital, which would reduce the backdonation from the ruthenium d 
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orbital to the CO 2* orbital and as a result the CO-Ru bond would weaken. This in turn 

would strengthen the C-O stretch bond and increase its stretch frequency. Indeed, the C-O 

stretch frequency at 1957 cm
-1

, as described in chapter 5 is higher than in an Ar matrix at 

1951.1 cm
-1 

(8 K)
279

 and in vacuum at 1944 cm
-1 

(293 K)
280

. The blueshift of 13 cm
-1 

corresponds to about 2% increase of 2* occupation
341,342

.  

 

Since the electronic-vibration dynamics will be discussed in the next section, it is required 

to understand how the frequency of the C-O stretch mode for CO-RuTPP/Cu(110) responds 

to the substrate temperature. With increasing temperature, the frequency of the C-O stretch 

mode shifts to the red as shown in figure 7.2. Reference data from 0.1 ML of CO/Cu(110) 

are also shown. Both fundamental and hot band transitions exhibit redshift with increasing 

substrate temperature. It is known that the internal stretch and the frustrated translational 

(FT) mode anharmonically couple in case of CO on metal surfaces, which induces 

frequency redshift of the C-O stretch mode as described Equation (3.1)
19

. If the coupling 

mode is assumed to be the FT mode with the frequency of 28.8 cm
-1

, the anharmonic 

constant of IS-FT (14) is in the range of 1.0 0.4 cm
-1

 for all four transitions. Figure 7.2 

includes the result of the linear fit. 

 

This redshift is caused by the displacement of the CO molecule from the atop site to a high 

coordination sites on metal surfaces as described in chapter 3
19

. Ligand-metalloporphyrin- 

metal surface system contains similar low frequency modes to the FT mode of CO on metal 

surfaces. Burema et al. reported that the frustrated translational (FT) mode of NO on 

CoTPP/Ag(111) is around 10-13 meV
316

, which is the typical energy range for the FT mode 

of a top CO and NO on metal surfaces. This FT mode can couple with surface phonons to 

displace the CO from the original position. In addition, there are many other low frequency 

modes in CO-RuTPP since this molecule contains 81 atoms, although we are unable to 

determine which particular low frequency modes of RuTPP contribute to the present 

observation. The observation suggests that low frequency modes in CO-RuTPP couple with 

phonons in a similar way to CO/Cu(110), and cause a redshift of the C-O stretch by 

displacement of CO from atop the ruthenium atom. A possible nearby high coordination site 

is the bridge site between the ruthenium atom and a nitrogen atom of an imine which was 

observed from CO-CoTPP/Ag(111)
305

. As an alternative mechanism, CO-Ru translate 

together with respect to the copper surface, i.e. the ruthenium atom moves away from the 

short bridge site, which can reduce the Ru-Cu hybridization, resulting in an increase of 

backdonation from Ru to CO. This would also induce the redshift of the C-O stretch mode.  

 

Phonon coupling also causes linewidth broadening due to vibrational dephasing
343

. 

However, the linewidth of the C-O stretch mode of CO-RuTPP remains constant at 111 



106 

 

cm
-1

 over the observed temperature range. This result indicates that the dephasing 

contribution is smaller for CO on RuTPP/Cu(110) than for CO/Cu(110). The linewidth of 

the hot band is 102 cm
-1

 which is a similar value to the fundamental, while CO on metal 

surfaces often show a larger linewidth of the hot bands because the dephasing contribution 

is four times larger than the fundamental
83,344

. This observation on RuTPP is consistent with 

the hot band transition of hemoglobin, which shows the same linewidth of the C-O stretch 

mode from = 01 to = 67
272

. It should be noted that inhomogeneity of the CO layer 

also contributes to the linewidth broadening
101,345,346

. If the inhomogeneous contribution is 

larger than the dephasing contribution and if it is independent from the substrate 

temperature, there is no temperature dependent change in the linewidth.  

 

The height of the resonant SF peak from CO-RuTPP/Cu(110) decreases after CO 

desorption from Cu(110), but remains constant from 190 K-250 K. The ratio of the hot 

band and the fundamental intensity is constant at ~31 % 3 % over the measured 

temperature range. 

 

 

 

Figure 7.1 Thermal desorption spectra of CO (mass 28) acquired from CO/Cu(110) and 

CO-RuTPP/Cu(110), at a heating rate of 2 K/s. Spectra from 0.77 ML are scaled by 0.25. An arrow 

points to the peak around 280 K, which was assigned as CO desorption from RuTPP/Cu(110). 
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Figure 7.2 (top) SF spectra of the C-O stretch mode from CO-RuTPP/Cu(110) as a function of 

substrate temperature. (bottom) Substrate temperature-dependent frequency shift of the C-O stretch 

mode from 0.1 ML CO on Cu(110) and CO-RuTPP/Cu(110). Solid lines are the fitting results using 

equation (3.1).  
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Next, we look at the effect of a femtosecond laser beam. This leads to a SF signal reduction 

with time as shown in figure 7.3. The signal can be recovered by increasing CO partial 

pressure during irradiation, leading to the conclusion that the cause of SF signal reduction 

is CO desorption. The porphyrin layer was not damaged by the laser pulse since SF spectra 

at high CO pressure are stable for several hours. CO is only desorbed from RuTPP, not 

Cu(110), unless the fluence of the pump laser is increased more than 4 times. Such facile 

laser desorption was observed for all pump wavelengths used (400 nm, 532 nm and 800 

nm). The lack of a wavelength dependence indicates that hot electrons or holes most likely 

induce laser desorption, not nascent electrons or resonant absorption by the adsorbates. 

Broadband CW light (from an ozone free Hg lamp, approximately 2 W incident power) was 

also used to attempt CO desorption, however, no desorption was observed confirming that 

this is not a simple photochemical effect. Changing the polarization of incident light can 

help to distinguish adsorbate-mediated from substrate-mediated processes if the transition 

dipole moment of the adsorbate is normal to the surface
347,348

. Figure 7.3 shows a four times 

faster desorption for p-polarized light than for s-polarized light. At the given incidence 

angle of 60 from the surface normal, using the bulk refractive incidence angles for copper, 

absorbances of 0.52 and 0.23 are obtained for p- and s- polarized light, respectively. 

Therefore, only a two times faster decay is expected for p-polarized light. This could 

indicate that the desorption is not purely substrate-mediated, although measurements at 

multiple incidence angles would be needed to confirm this assumption. It is worth noting 

that this method cannot ascertain the influence of surface parallel transition dipoles, such as 

the porphyrin Soret band, as this would show the same angular dependence as the substrate 

absorbance
348

. 
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Figure 7.3 Time evolution of SF intensity under fs visible laser (150 fs, 532 nm, 10 J/m
2
) irradiation. 

Black circles, red squares and green inverse triangles correspond to the integrated SF intensity of 

CO/Cu(110), CO-RuTPP at Pco=110
-10

 mbar, and CO-RuTPP at PCO=110
-8 

mbar, respectively. 

Blue triangles show desorption from CO-RuTPP using an s-polarized beam.  

 

7.3.2 Electron-vibration coupling  

To gain further insight into the laser induced desorption, electron-vibration coupling was 

studied by visible pump- SF probe spectroscopy. The experiments were performed at high 

CO partial pressures of ~10
-8

 mbar to avoid any change in CO coverage by desorption. 

Figure 7.3(a) shows the frequency shift of the C-O stretch mode induced by 532 nm pump 

pulses at fluences of 9 and 13.5 J/m
2
. The black circles in figure 7.4 show the 

corresponding data from CO adsorbed in between RuTPP molecules on Cu(110) together 

with the simulated frequency shift, derived from Carpene’s modified two temperature 

model
186

 as discussed in chapter 3. In the case of CO on the RuTPP copper surface Cu(110), 

the transient at delay times shorter than 1 ps reflects coupling via the FR mode to hot 

electrons, and the slower transient after 1 ps is caused by coupling to phonons via the FT 

mode
278

. The local coverage of CO adsorbed on sites not covered by RuTPP must be close 

to saturation, because the shape of the TPD peak in figure 7.1 is very similar to the TPD 

peak of a CO-saturated Cu(110) without RuTPP. The measured C-O frequency is moreover 

the same as for a saturated Cu(110) surface at 2093 cm
-1

. The transient frequency shifts 

overlap at long delay times, where electrons, adsorbates and phonons have reached thermal 

equilibrium. This shows that the anharmonic coupling between the internal stretch and the 
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FT mode is very similar for CO on RuTPP and on Cu(110), which was confirmed by 

measuring the static temperature dependence of the C-O stretch in figure 7.2. 

 

The transients are very different at short delay times < 5ps. At low fluence, the CO-RuTPP 

transient exhibits pure coupling to the phonon bath, which gradually heats up during the 

first few picoseconds. A fast transient, caused by coupling to hot electrons only appears 

with increasing fluence, as shown in figure 7.5. Unusually, the C-O frequency shifts to the 

blue now. The transients are independent of pump wavelength for 532 nm (2.33 eV) and 

800nm (1.55 eV) as shown in figure 7.6. The absorbed fluences at the different wavelengths 

were adjusted to the same value by monitoring the effect on CO/Cu(110) at long delay 

times, where the effect is purely thermal. Transients with 400 nm (3.1 eV) pump were also 

recorded, but we could not achieve a high enough fluence to cause a clear blue shift around 

zero delay. Since widely different wavelengths produce similar transients, we can conclude 

that the copper d states starting at 2 eV below EF are not involved in the transition. A direct 

contribution of CO-RuTPP can also be excluded as this shows an absorbance maximum 

around 530 nm (~2.3 eV)
333

.  
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Figure 7.4 (a) Transient pump induced changes of the C-O stretch frequency of CO-RuTPP/Cu(110) 

and CO/Cu(110) as a function of the pump beam fluence. (b) SF spectra of CO-RuTPP as a function 

of pump delay time with 13.5 J/m
2
 fluence. 
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Figure 7.5 (a) SF spectra as a function of 532 nm pump fluence at delay time zero. (b) the frequency 

blue shift at time zero as a function of pump fluence.  
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Figure 7.6 Transient pump induced changes in the C-O stretch frequency of CO-RuTPP and 

CO/Cu(110) as a function of wavelength of pump beams with the same fluence of ~14 J/m
2
 for both 

pump wavelengths.  

 

7.4 Discussion  

First, the frequency-shift around time zero will be discussed as this is the relevant delay 

range for desorption. The redshift of the C-O stretch mode observed at long delay times is 

purely thermal and indicates a very small temperature increase (40 K), which is too low to 

cause desorption. In order to understand the desorption mechanism, we look at possible 

origins of the frequency blueshift: change of adsorption site or anharmonic coupling with 

low frequency vibrational modes. Firstly, the possibility of CO moving to another 

adsorption site is discussed as seen in the decarboxylation of CO-protein complexes
274,330-332

. 

A possible intermediate site of CO on the RuTPP/Cu(110) surface could be a Ru-N (imine) 

bridge site, as observed for CoTPP/Ag(111) by STM and DFT
305

. However such a bridge 

site occupation by CO has not been observed by STM imaging at 4.7 K. Moreover, 

occupying such a bridge site is expected to show a frequency redshift. CO on ruthenium 

surfaces also shows an intermediate state prior to desorption on a picosecond time scale
64

. 

This precursor state would have a weaker Ru-CO bond and could thus show a C-O 

blueshift
21

. However, during pump-probe measurements, a large fraction of molecules are 

not in the precursor state to desorption and are instead just adsorbed on a hot surface, so the 

redshift caused by coupling to the FT mode dominates. Using phase-sensitive detection, the 

influence of a blue shift could however be discerned for CO/Pt(111)
191

. The excitation of 

the CO-Ru external stretch mode by the high electron temperatures is a possible 

explanation for the observed blueshift, however, it is difficult to model in detail, due to a 

lack of information about the degree of coupling between the C-O stretch mode and the 
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CO-metal stretch mode.  

 

There is another explanation for the blue shift from a vibrational coupling view. Persson 

and Ryberg analyzed the temperature dependence of the C-O stretch mode of 

CO/Ni(111)
349,350

, showing the redshift of atop CO and the blueshift of bridge site CO. With 

increasing temperature, the direction and magnitude of the shift can be explained by 

changes to the CO 2* occupation during the low frequency motion. The FT mode moves 

CO from an atop to a multiply coordinated site, which increases backdonation and reduces 

the frequency. The FR mode for CO on a bridge site, on the other hand, reduces the overlap 

between 2* and metal orbitals, which causes a blue shift.  

 

In the case of CO on RuTPP, the excitation of the FT and FR modes always moves CO off 

the atop site, but not towards a higher coordination site as those are too far away. This can 

cause reduction of the backdonation to induce a blueshift of the C-O stretch mode. Indeed, 

bending of the C-O bond of heme proteins causes a frequency blue shift due to the 

reduction of the backdonation from the metal d orbital to the CO 2* orbital
282

. Changes in 

backdonation will also change the vibrational lifetime of the C-O stretch mode in a 

CO-porphyrin complex
336

 which is dominated by  bonding. Bending of CO by as much as 

25  can take place with an energy input of 2 kcal/mol (=0.087 eV =1000 K) or less
351

. Thus, 

it is suggested that hot electrons/holes induce bending of CO on RuTPP/Cu(110), which 

causes a transient blueshift.  

 

This does not necessarily explain why the fast redshift disappears for CO-RuTPP/Cu(110). 

To better understand this, figure 7.6 includes a transient measured at low coverage on 

Cu(110) free from RuTPP. As explained in chapter 3, reducing the CO coverage reduces the 

degree of coupling to the hot electron bath. The lowest coverage for which we measured 

pump-probe transients on Cu(110) was 0.1 ML, while the coverage of CO on RuTPP is on 

the order of 0.03 ML. As figure 5.3 showed, hotband and fundamental are still separate at 

0.1 ML, but the frequency starts shifting to the blue by dipole-dipole coupling, so the CO 

molecules are starting to interact slightly. It is therefore conceivable that a transient 

measured at 0.03 ML would have shown even less of a redshift at short delay times, 

although the change in coupling times with coverage (figure 3.6) suggests that the 

difference would not be large. 

 

As explained in chapter 3, the cause of the redshift at all delay times is the anharmonic 

coupling between FT and internal stretch, but at short delay times, when the electrons are 

hot, the FR mode is able to heat the FT mode indirectly. The degree of coupling changes 

with coverage because the main effect of increasing CO coverage is an increased charge 
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density around the carbon atom. This produces a stronger coupling between FR and hot 

electrons and the FT-FR intermode coupling then generates a stronger redshift. On RuTPP, 

this fast redshift disappears, even though the anharmonic coupling between internal stretch 

and FT does not change. It therefore seems likely that the intermode coupling between FT 

and FR is very different for CO on Cu(110) compared to CO on RuTPP. Helium atom 

scattering for CO on Cu(100) found a gradual increase in coupling between FT and FR 

modes with increasing CO coverage, as neighboring CO molecules led to a low-frequency 

motion that was more wagging- than translation-like
182

. Perhaps the opposite is true for CO 

adsorbed on RuTPP– because the macrocycle is relatively flat and the phenyl rings are 

relatively far away from CO adsorbed in the centre, the low frequency motions of CO 

might acquire a much more harmonic character than on a metal surface. This could 

drastically reduce FT-FR intermode coupling, explaining the lack of a fast response at lower 

fluences. As the fluence increases, direct coupling of the internal stretch to a different low 

frequency mode then becomes visible. Since both a bending of CO, as induced by FR 

excitation, or a lengthening of the Ru-CO bond, as induced by external stretch excitation, 

could lead to a blueshift, and since both external modes have relatively similar frequencies 

(see table 1.1) it is difficult to deduce which mode is involved from the transients alone. 

 

Therefore, we next, consider which electronic states are responsible for the desorption and 

whether these can reveal the low frequency mode responsible for excitation or whether they 

could be the same as found by action spectroscopy described in the previous chapter. First, 

we need to clarify similarities and differences between desorption induced by tunneling 

electrons and hot electrons/holes created by femtosecond laser pulse. As described in 

Chapter 6, an inelastic tunneling electron process induces desorption of CO from 

CO-RuTPP/Cu(110) through the resonant tunneling to occupied states. In this case, 

electrons are transferred into/from LDOS at a set sample bias voltage. On the other hand, a 

femtosecond laser pulse creates electron-hole pairs in a substrate, which can play a similar 

role to tunneling electrons. For example, it is known that plasmon induced hot carriers can 

transfer from the metal substrate to the molecular state, causing desorption or reaction
175,352

.  

However, the IET process reflects the integral over the LDOS from EF to the occupied bias 

voltage, while in femtosecond laser excitation we have to consider the overlap between 

either the nascent or thermalized hot carriers distribution and adsorbate electronic states. 

We can conclude from the lack of pump wavelength dependence that the relevant electronic 

states have to be relatively close to EF, so that the thermalized electrons dominate the 

dynamics
353

.   

 

For example, STS revealed that occupied electronic states of CO-RuTPP/Cu(110) are found 

at 1.1 V and 0.8 V below the Fermi level. But even at 0.5 V below EF, heating the electron 
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bath to 1500 K only reduces the probability of occupation f(E) to 0.98. A more likely 

candidate are the states around the Fermi level of CO-RuTPP/Cu(110) observed by STS, as 

shown in figure 7.7. It is known that a larger LDOS around the Fermi level enhances hot 

electron coupling
26,278

, which increases desorption yields
26

. This CO-induced state is 

strongly affected by both hot electrons and holes in the present experimental condition and 

we suggest that it is responsible for the femtosecond induced desorption. How a change in 

occupation of this state causes a bending of CO or a lengthening of the Ru-CO bond is not 

clear at this point. In order to identify the nature of this state, DFT calculations are currently 

underway.  

 

 
Figure 7.7 STS spectra of CO-RuTPP and RuTPP on Cu(110) surface. The STS spectrum of bare 

Cu(110) is subtracted to emphasis the change in dI/dV. The dotted line traces the Fermi distribution 

at a hot electron temperature of 1500K.  
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7.5 Conclusion 

Femtosecond laser induced desorption and electron-vibration coupling of CO on the RuTPP 

covered Cu(110) surface have been studied by SFG. Thermally more stable 

CO-RuTPP/Cu(110) shows a more facile CO femtosecond laser induced desorption 

comparing with than CO/Cu(110). The origin of the facile laser desorption is suggested to 

be an enhancement of hot electron induced energy transfer via the LDOS around the Fermi 

level. Femtosecond visible pump- SF probe spectroscopy revealed that coupling with hot 

electrons is significantly altered by introducing the RuTPP monolayer, because the redshift 

characteristic for intermode coupling between FT and FR disappears. The C-O stretch mode 

of CO-RuTPP/Cu(110) instead shows a blueshift at short delay times under 

photodesorption conditions, which can be explained by direct anharmonic coupling of the 

internal stretch to either the frustrated rotation or Ru-CO stretching modes. 
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Chapter 8 

Conclusion and Outlook 

 

This thesis has focused on the vibrational and desorption dynamics of CO on RuTPP 

covered Cu(110) surface to obtain a deeper understanding of energy conversion at surfaces, 

in particular the importance of LDOS for the energy transfer between hot carriers and 

adsorbate. Vibrational dynamics have been studied by SFG, utilizing its sub-picosecond 

temporal resolution. In comparison, STM has a sub-molecular spatial resolution to enable 

transferring electrons into/from a specific part of the adsorbate and to observe their motion 

at a single molecule level. The combination of these two techniques provides a more 

comprehensive view of how electrons in metal substrate couple with adsorbates. Before 

summarizing the results, it is worth noting the differences of what can be observed by laser 

spectroscopy and STM.  

 

 STM injects/removes electrons directly into/from the LDOS of the adsorbate and 

surface, while a femtosecond laser excites electrons in the copper substrate to create 

electron-hole pairs, which subsequently transfer to the adsorbates.  

 STM controls the direction of electron flow i.e. injects or removes electrons, while 

photo-excitation creates electron-hole pairs and either can transfer to the adsorbate.  

 STM based spectroscopies reflect LDOS, while the overlap between the excited 

electron distribution and adsorbate states is responsible for femtosecond pump-probe 

spectroscopy. 

 

Summary 

Coverage dependent non-adiabaticity was revealed for the first time in chapter 3. 

Electron-vibration coupling of CO on Cu(110) surface was characterized by visible pump- 

SF probe spectroscopy showing that the transient redshift increases from 3 cm
-1

 to 9 cm
-1

 

with increasing coverage of CO from 0.1 ML to 0.77 ML which corresponds to the change 

in electron coupling constant el from 6.7 ps to 4.6 ps. This study leads to two conclusions. 

Firstly, fast electron-vibration coupling cannot be explained by the FT mode alone, which 

suggests the importance of the FR mode for electron-vibration coupling even at low 

electron temperature. Secondly, coverage can adjust the non-adiabaticity of the adsorbate 

through both an increase in the adsorbate electronic density of states and an increasingly 

anharmonic potential energy surface caused by repulsive interactions between neighboring 

CO adsorbates.  



120 

 

The adsorption structure of RuTPP on Cu(110) surface was described in chapter 4. LT-STM 

images determine that the ruthenium atom occupies the short bridge site for both isolated 

molecules and any supramolecular structures. Two types of supramolecular structures have 

been observed. One shows a corresponding unit cell with CoTPP/Cu(110) which was 

reported by Donovan et al.
89

. Another phase shows a unit cell of one copper atom larger in 

the [1-10] direction. The latter phase has been observed at room temperature and at the 

boundary of the molecular island at 4.7 K. Adsorption of CO onto RuTPP does not change 

the supramolecular structure, but lifts up the ruthenium atom from the copper surface. 

Details of the supramolecular structure of RuTPP have been characterized in collaboration 

with DFT, suggesting that the phenyl rings of RuTPP molecules distort their structure upon 

adsorption onto Cu(110). 

 

Vibrationally excited states of CO on bare and RuTPP covered Cu(110) surfaces have been 

studied by intense IR – visible SFG as discussed in chapter 5. The  = 0 1 C-O stretch 

mode of CO-RuTPP on Cu(110) appeared at 1957 cm
-1

 with a  = 1 2 hot band peak at 

1927 cm
-1

, which shows a higher anharmonic shift of 30 cm
-1

 than the 26 cm
-1

 found for 

CO on copper. The frequency of the C-O stretch and the hot band population of 

CO-RuTPP/Cu(110) are independent of the coverage of CO which indicates that 

dipole-dipole coupling among CO molecules on RuTPP is negligibly small. The Morse 

anharmonicity of 0.76 % was obtained for CO-RuTPP/Cu(110) which is the largest value 

among reported C-O stretch modes. A possible explanation is an increase in the apparent 

anharmonicity by the vibrational Stark effect. Charge transfer between copper and RuTPP 

could lead to a local electric field which affects the vibrational transitions differently due to 

their different dipole moments. It was also found that a Morse potential might not correctly 

describe the PES of CO-RuTPP because the anharmonic shifts increase for higher 

transitions.  

 

Desorption of CO from CO-RuTPP/Cu(110) was studied in detail in chapters 6 and 7. The 

inelastic tunneling electron process can induce the desorption of CO from 

CO-RuTPP/Cu(110) with a two-carrier process. The desorption threshold of Vs=-1.1 V can 

be explained by the increase of LDOS as observed from STS. The lower desorption 

threshold compared with CO on copper surfaces has been attributed to resonant electron 

tunneling into occupied molecular orbitals. The two carrier process is likely caused by 

tunneling of a second hole into an excited state created by a hole tunneling into a RuTPP or 

CO-RuTPP HOMO. Facile femtosecond laser desorption was also observed from 

CO-RuTPP/Cu(110), but not from CO/Cu(110), although the thermal desorption spectra 

revealed that the desorption energy of 0.75 eV for CO from the CO-RuTPP/Cu(110) is 

higher than the 0.54 eV for CO/Cu(110). The C-O stretch mode of CO-RuTPP/Cu(110) 
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shows a transient blueshift at short decay time under photodesorption conditions indicating 

that the CO-Ru bond weakens prior to desorption, which can be explained either by 

excitation of the CO-Ru external stretch or bending of CO on RuTPP. The origin of this 

facile laser desorption is suggested to be an enhancement of hot carrier transfer via the 

LDOS around the Fermi level. 

 

This thesis provides a first example to study energy transfer between CO and porphyrins on 

surfaces by ultrafast vibrational spectroscopy and STM based single molecule spectroscopy. 

STM provides a good support to interpret SFG results as it provides details of the geometric 

and electronic structure of the adsorbate. This thesis aimed to study the same surface 

dynamics by SFG and STM i.e. desorption of CO from CO-RuTPP/Cu(110), to build a 

more comprehensive picture, however it obtained a somewhat different conclusion: CO 

desorption with STM shows a clear dependence on sample bias voltage while femtosecond 

laser induced desorption does not depend on pump frequency. Femtosecond laser induced 

desorprion involves only states close to the Fermi level, while STM-AS finds no reactively 

for the same states. This could be due to the vastly different number of excited carriers 

involved in each spectroscopy. In STM, a tunneling current of 20 nA corresponds to 1.25  

10
11

 electrons per seconds over an area of a few nm
2
. By comparison, an adsorbed fluence 

of 14 J/m
2
 of a 532 nm femtosecond beam consists of 4  10

19
 photons per m

2
 in 200 fs, 

corresponding to 1  10
14

 photon absorbance per nm
2
 per second, which all create 

electron-hole pairs. The 1000 fold difference could explain why femtosecond laser induced 

desorption could originate from a comparatively low LDOS around EF. On the other hand, 

STS showed that hole-induced processes dominate. It is difficult to create holes in the same 

energy range with laser irradiation because the majority of photons are absorbed by copper 

and the copper density of states is very low at 1 eV below EF. 

 

As described in chapter 1, two hypotheses of how LDOS affects energy conversion at 

surfaces were proposed; 

 

1. Direct absorption of visible light by CO-RuTPP may induce photolysis if an adsorbate 

mediated photochemical reaction occurs.  

2. Hot electron transfer and/or inelastic tunneling electron process may be enhanced 

through the LDOS of CO-RuTPP/Cu(110). 

 

The first hypothesis is clearly not true in the present study, since we have seen frequency 

independent laser-induced-desorption of CO for CO-RuTPP/Cu(110). The lack of an 

adsorbate-mediated process can be explained by the reduction of excited state lifetime upon 

adsorption to the copper surface. On the other hand, the second hypothesis has been proven, 
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as observed for enhanced desorption probability via inelastic tunneling electrons and hot 

electron processes. This thesis shows that modification of LDOS through introduction of 

another molecule (i.e. RuTPP), or simply by increasing coverage, cause a considerable 

effect on the energy conversion between electrons and adsorbate vibration, which 

influences the surface dynamics. 

 

Outlook 

This thesis not only provides new insights into energy conversion at surfaces, in particular 

focused on the role of adsorbate LDOS at the surface, but also inspires further studies. 

 

This work guides collaboration with theorists in the field of surface physics. The 

coexistence of two phases of RuTPP supramolecular structures can be elucidated by DFT, 

which requires an accurate modeling of vdW interactions. STM images provide solid 

information for adsorption site and structure which helps to improve the accuracy of the 

simulation. The experimentally observed vibrational hot bands in different systems provide 

a reference for calculation of potential energy surfaces. The spectral distribution of the 

projected density of states helps to understand facile laser desorption of CO and associated 

blue shift, by correlating surface electronic states and ease of photodesorption. 

 

This work can be extended to investigate electron-vibration coupling at electrochemical 

interface. Chapter 3 and 7 revealed that the DOS of adsorbate and surface are responsible 

for electron-vibration coupling. The importance of DOS around EF for electron-vibration 

coupling has been suggested by experimental results
26,278

, however, its relationship with the 

transient redshift is still under debate
56

. It can be argued that the degree of tilt and coupling 

to the FR mode can be the dominant reason for the frequency shift, and that the electronic 

structure at the surface only has a minor effect. This assumption could be verified by 

adjusting the position of the Fermi level to vary DOS, which can be achieved by applying a 

potential to the CO-electrode interface which has been already demonstrated to change the 

vibrational lifetime
354-356

. It is expected that moving the Fermi level to increase DOS 

induces larger redshift of the C-O stretch mode by hot electron coupling, if surface 

electronic states plays a dominant role in the transients.  

 

This work might in future also address an unsolved issue in organometallic chemistry. 

Chapter 4 and 6 focused on the geometric and electronic structure of RuTPP on Cu(110). 

RuTPP can change its electronic structure by attaching CO. This strongly changes its 

optical properties because the coordination of CO onto RuTPP increases its luminescence 

lifetime 10
3
 times

35,333
, however, this mechanism is not well understood. The correlation of 

electronic structure and optical properties can be investigated by adding a photon detection 
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system to the STM, which allows injecting electrons into target molecular orbitals and 

obtaining luminescence spectra triggered by inelastic electron tunneling
357,358

. A proposed 

mechanism for the increased luminescence lifetime of CO-RuTPP is the switch of the 

lowest excited state from (d,*) to 
3
(,*)

35
 which could be proven by spatial mapping of 

dI/dV spectra and luminescence spectra to investigate orbital specific luminescence.  

 

The work presented here, was exclusively performed in UHV. The electron source is a 

femtosecond laser or tip of STM, which are difficult to apply to real world problems. 

Alternatively, plasmon-excitation  of metal nanostructures have attracted interest as 

potential materials for hot electron chemistry
10

, which can be also used for catalytic 

reaction and photovoltaic applications
359

. Porphyrin-nanoparticle hybrid materials may 

open new strategies for the design of plasmonic materials by utilizing or avoiding 

electronic hybridization between adsorbates and metal surfaces. This thesis has shown that 

manipulating the electronic structures is the key to controlling energy transfer. 
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Appendix.A 

The dynamics of hot band transitions  

 

A.1 Visible pump SF probe spectroscopy of hot band transition  

Chapter 3 revealed that visible pump pulses likely induce the excitation of the FR mode by 

hot electrons, although it was believed that only the FT mode contributes to the transient 

redshift at low electron temperatures. This led us to reconsider the possibility that a visible 

femtosecond laser pulse could excite other vibrational modes. Bandara et al. reported SFG 

spectra of CO on Ni(111) and NiO(111) showing that new shoulder peaks appeared at the 

lower frequency side of the C-O stretch mode under irradiation of UV light, leading to the 

conclusion that vibrational hot bands are excited
287,360

. Pump-probe spectroscopy can 

follow the intensity ratio of the fundamental and vibrational hot bands, which allows to 

monitor how the vibrational population evolves, which can be a direct proof of whether the 

C-O stretch mode is directly excited by a femtosecond visible pulse. Here, visible pump- 

SF probe spectroscopy are described to study the dynamics of hot band transitions. 

 

Visible pump- SF probe spectroscopy is presented to investigate the possibility that hot 

electrons directly excite the C-O stretch mode. Femtosecond visible pump pulses cause a 

frequency shift, linewidth broadening and intensity reduction of the C-O stretch mode as 

shown in figures A.1 and A.2.  

 

The frequency transients depend on the infrared probe power. When the vibrational hot 

band is not excited at a probe power of 4 J, the fundamental transition of CO on Cu(110) 

show a redshift of around 3 cm
-1

. When the IR power is increased to 10 J, we find that the 

fundamental transition now shows a smaller frequency shift than the hot band. The hot band 

transition is a higher in the potential energy surface than the fundamental, which may 

induce stronger anharmonic coupling with FT or FR modes. The dependence on probe 

power is nevertheless surprising, as it suggests that energy is transferred differently when 

there are vibrationally excited molecules on the surface. There are no drastic differences in 

the linewidths, although the fundamental broaden more than the hot band transition. This is 

also reflected in the signal intensities, since a larger linewidth means faster decay of the 

vibrational polarization means lower SF intensity. The fundamental and hot band transitions 

show signal reductions of 65 % and 30 %, roughly in line with the linewidth changes. 

Nevertheless, the ratio of hot band to fundamental intensities increases at short delay times, 

as shown in figure A.3. 
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CO-RuTPP/Cu(110) displays different transient. The fundamental transition of the C-O 

stretch mode of CO on Cu(110) surface can be simultaneously recorded from coadsorbed 

CO. This C-O stretch mode shows very similar transient as observed for 0.77ML CO on 

Cu(110)
278

 as explained in chapter 7. The fundamental transitions now shows much larger 

change in FWHM than the hot band, but is comparable to the change seen in coadsorbed 

CO on Cu(110). Fundamental and hot band transitions both show a signal reduction of 

65 %, where the hot band recovers on a slightly faster timescale than the fundamental 

transition. 

 

In the following discussion, changes in SF intensity in the pump-probe transient are 

discussed to evaluate the possibility of a direct excitation of the C-O stretch mode by 

femtosecond visible pulses. If the C-O stretch mode is excited by the pump beam, the 

population ratio of the fundamental and hot band should change, however, two main 

aspects have to be taken account. 

 

Firstly, the anharmonic coupling with the FT and/or FR modes causes the linewidth 

broadening, which in turn reduces peak height. To evaluate this effect, the Bloch equation 

can be solved by the procedure described in chapter 3. A functional dependence of the 

FWHM on adsorbate temperature has to be guessed and adapted until the widths and 

frequencies extracted from the calculated spectra match the measured transients. Then the 

intensity ratio can be calculated from the theoretical spectra and compared against the 

experimental values. Given the noise apparent in the plotted intensity ratio in figure A.3, 

this comparison is difficult. 

 

Secondly, the displacement of CO from the atop site causes signal reduction. It was 

previously suggested that excitation of the FT and FR modes move CO away from atop site, 

resulting the SF intensity reduction
20,21

, although this is largely captured in a larger 

linewidth expected for a multiply coordinated sites. Moreover, the tilt of CO decreases SF 

intensity by the reduced dipole moment perpendicular to the surface, therefore the intensity 

ratio might change not because the C-O stretch is directly excited, but for example 

fundamental and hot band couple different to low frequency modes, as it appears from 

figure A.1(a). 

 

Simulated SF spectra were generated from the Bloch equation to obtain a predicted ratio of 

the fundamental and hot band SF intensity. Figure A.3 shows both the experimental and 

simulated change in intensity ratio of the fundamental and the hot band as a function of 

pump-probe delay for CO/Cu(110). The measured intensity ratio becomes over 1.6 times 

larger compared to non-pumped spectra. The simulated ratio does not quite reproduce this 



127 

 

large change, so it is possible that direct excitation of the C-O stretch mode or tilting of 

molecules may play a role, but much higher quality spectra would be needed to confirm this 

effect. 

 

Figure A.1 (from top to bottom) Frequency, FWHM and SF signal of the C-O stretch of CO on bare 

Cu(110) as a function of pump-probe(IR) time delay. 
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Figure A.2 (from top to bottom) Frequency, FWHM and SF signal of the C-O stretch of CO on bare 

Cu(110) as a function of pump-probe(IR) time delay  
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Figure A.3 SF intensity ratio of the hot band and fundamental of CO/Cu(110) as a function of 

pump-probe time delay. 
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A.2 Pump-probe spectra of 0.77 ML CO on CU(110) with 10J IR pulse  

An intense IR pulse excites not only the fundamental  =0  1 transition, but also the  =1 

 2 transition, as discussed in chapter 5. The hot band transition peak merges with the 

fundamental at high coverage, due to the transition from localized to delocalized oscillator 

in a dipole-dipole coupled layer
142

. IR fluence does not affect the static temperature 

dependence as shown in figure A.4. Figure A.5 shows SF spectra of saturated CO on 

Cu(110) as a function of infrared power. The frequency redshift from 2093.9 cm
-1

 to 2089.4 

cm
-1

 and linewidth broadening from 4.7 cm
-1

 to 9.1 cm
-1

 are observed as the IR power 

increase from 4 J to 10 J. This is due to the excitation of the higher vibrational states and 

merging with the fundamental transition due to strong dipole-dipole coupling as reported 

for different metal substrates
142,143

. The temperature dependent frequency shift and the 

linewidth broadening were also observed. The frequency shift shows identical values 

regardless of IR power, while the linewidth broadening is larger with a 10 J IR pulse, 

which can be explained by a larger dephasing contribution to the linewidth in hot bands. 

Pump-probe spectra also show the indication of vibrationally excited coupled oscillator 

state. The peak shape changes visibly when the pump-probe delay is 0-2 ps. The frequency 

transients are similar for both probe powers, although the linewidth changes back to the 

unpumped value more slowly, which can be explained by saturating the vibrational 

transition with the probe pulse. 
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Figure A.4 (top) SF spectra of 0.77 ML CO as a function of IR fluence. (bottom) temperature 

dependent frequency shift and linewidth broadening. 
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Figure A.5 (left) SF spectra of 0.77 ML CO as a function of IR power and pump-probe(IR) time 

delay. (right) Frequency shift, linewidth broadening and intensity reduction as a function of 

pump-probe(IR) time delay. 
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Appendix.B 

Simulation of SFG spectra 

 

The time evolution of SF spectra can be simulated by solving the optical Bloch equations. 

The temperature dependence of the frequency shift and the linewidth broadening can be 

obtained from the static temperature dependent SF spectra. These parameters allow an 

initial estimate of the SF spectra after the pump beam arrives based on the results of the two 

temperature model calculation. The numerical simulation is iterated for different values of 

el and lat, until minimum 
2
 is obtained. The intensity of SF spectra ISFG is obtained by the 

Fourier transform of the IR polarization PIR(t,) convoluted with the picosecond visible 

field Evis(t). The visible pulse is modeled as an etalon shape with a certain IR-Vis time delay, 

which affects the linewidth broadening and intensity reduction. The following equation 

gives ISFG, 

                                
        (B.1) 

 

PIR(t,) can be modeled by solving the optical Bloch equations, which describe the temporal 

evolution of the density matrix. The solution approach of two and three-level systems for 

SFG pump-probe experiments has been discussed previously
23,90,361,362

. Here, a brief 

summary of how to solve the two level Bloch equation, i.e. a(ground) and b(excited) levels, 

is described. This two level system contains four matrix elements, aa, bb (populations) and 

ab, ba (coherences/transitions). The rotating wave approximation is used; off diagonal 

elements are only driven close to their resonance ab=2ab. This approximation means that 

the rapid oscillation of the electric field can be neglected
90

. Thus, the equations can be 

solved for the off-diagonal elements ba(t), which is ba,= ba(t)e
-2it

, then ba(t) can be 

rewritten by separating real and imaginary parts, 

ba(t) 
 

 
 (A(t)-iB(t)) e

-2it   
(B.2) 

 

The population difference between the vibrational excited and ground states can be written 

as C=bb-aa, and the optical Bloch equations are then given by,  

 

  
 

  
            

 

     
  

  
 

  
             

 

     
       
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       

 

where Ceq is the population difference of ground and excited states in thermal equilibrium. 

Ceq -1 is assumed because most of the vibration is in the ground state at typical 

experimental tempertatures.  is the molecule-field coupling which affects the amplitude of 

the spectrum. T1 is the population decay time from the excited state b to the ground state a. 

T2 is the dephasing time. ad(t) is the instantaneous time dependence of pump-induced 

changes in frequency. Their temperature dependence can be obtained from separate 

experiments. The above equation is solved by using the Runge-Kutta method
21,23

. 
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