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Background

Population microdata (survey responses) comprise a list of individuals, normally nested into families and households, with each individual having an associated set of personal demographic and socio-economic characteristics.  To protect respondent confidentiality, population microdata are typically stripped of all sub-regional geography.  However, a clear demand exists for spatially-detailed microdata.  This project assesses the statistical reliability of two approaches to creating synthetic small-area microdata: synthetic reconstruction and combinatorial optimisation.  A by-product has been insight into the nature of differences between places.

Between-area differences

A common measure of geographical concentration is the dissimilarity index, D. A known problem with this index is that it measures spatial concentration without taking account of underlying random variability. These problems become particularly acute when the counts involved are very small.  A new adjustment to D has been derived that has most impact when spatial concentration is low; the situation in which an alternative widely-used adjustment is most in error.

An analysis of 54 census variables explored the spatial scale of socio-economic variation in England and Wales, as measured by D.  At ED level ethnicity, dwelling type and housing tenure are the most spatially concentrated population attributes, whilst middle-age adults, female employment and long-term illness are the least concentrated.  The ordering of variables is similar at ward and district. 

Over 82% of ethnic concentration observable at ED-level is already observable at district level.  In contrast, a range of socio-economic attributes are segregated principally at ward-level effects are to be found in.  Finally age and household size concentrate principally at ED-level.  These variations reflect the differing scales at which various social processes operate, including the labour and housing markets.

One-sixth of the variables considered are not strongly associated with each other at ED level (-0.5< r < +0.5). In consequence, approaches to area classification based upon data reduction, such as geodemographic profiling, can only poorly summarise between-area differences. 

A framework for validating small area microdata

A review of a dozen statistical measures concluded that the most suitable for assessing the fit of synthetic microdata to published small-area constraints was the normal Z-score and related variants.  A by-product of this review was a mathematical proof demonstrating the direct equivalence of a group of information-theoretic statistic with Standardised Absolute Error (Total Absolute Error divided by the total count).  The normal Z-score has the advantage of familiarity, relative ease of calculation and the ability to identify both distributional and absolute errors.  In addition, cellular, tabular and overall fit can all be assessed using the same metric.

There have been five main areas of innovation in the types of goodness-of-fit assessed.  First, assessments have been made of tabular and overall fit. Second, an attempt has been made to allow for the impacts of pre-release census data modification when assessing levels of cellular fit.  Third, multiple synthetic populations have been realised.  This has allowed both the accuracy, bias and variance of each estimation approach to be assessed.  Fourth, consideration of fit has been extended to include both unconstrained interactions between constrained variables and unconstrained variables and their interactions. Fifth, the impact of spatial aggregation on the fit of synthetic microdata has been evaluated.

Methodological innovations

Synthetic reconstruction, is an imputation-based approach.  Attributes are added (imputed) by sampling from conditional probabilities generated using published small-area census data.  Combinatorial optimisation involves the selection of a combination of households from an existing survey microdataset that best fit published small-area census tabulations.  Innovations have been made in the implementation of each approach.

Synthetic reconstruction

· A modified Monte Carlo sampling strategy was devised which led to an average 40% reduction in associated variance.

· Statistical methods were used to identify the key determinants of individual attributes

· 10% Census counts were replaced with modelled 100% estimates

· Information from three levels of geography (ED, ward and nation) were combined to estimate conditional probabilities

· Inconsistencies between published small-area counts were reconciled before use

Combinatorial optimisation

· Commercially available pseudo-random number generators were tested for fitness-for-purpose; not all passed.

· Two forms of stratified sampling were considered. Both approaches were found to impair performance and subsequently dropped.

· Adoption of a new overall test statistic to guide household selection led to gains in algorithmic efficiency that more than compensated for a 40% increase in calculation time

· For the hardest-to-fit areas, potential replacement households were restricted in the final stages to those already selected 

Synthetic reconstruction vs. Combinatorial Optimisation

For comparison purposes, synthetic microdata were generated by synthetic reconstruction (POP91SR) and combinatorial optimisation (POP91CO) for the 86 enumeration districts comprising the suburban Cookridge and inner-city University wards of Leeds.  To take account of random variability, 100 runs of each approach were undertaken.

Combinatorial optimisation was found to be the strategy most suitable for generating small-area microdata, in particular offering a marked reduction in variability of performance between runs.  Using combinatorial optimisation, every single tabular constraint is satisfied on every run, however atypical the small-area.  Even for the hardest-to-fit area, less then 0.5% of cell-counts are ‘non-fitting’.  Unconstrained interactions between unconstrained variables remain poorly captured, but unconstrained interactions between constraining variables in most cases provide good fit at the tabular level.  As a result, synthetic microdata offer clear ‘added value’, providing reliable estimates of previously unknown cross-tabulations.  Synthetic microdata are more suited to this purpose than Iterative Proportion Fitting or synthetic point estimators, particularly when flexibility of aggregation or estimates of large numbers of unknown tabulations are required.

Outputs

Full outputs have been submitted to the REGARD database, and include six working papers, data creation and extraction software (the latter illustrated in Figure 7), a project website (http://pcwww.liv.ac.uk/~william/microdata), a book chapter, four refereed articles and a published response to comments on one of the articles.  Plans are in hand to create a set of synthetic small-area microdata for Australia and to complete the creation of a national set of synthetic small-area data for the UK (check project website for up-to-date news on progress).

