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1. BACKGROUND

Population microdata comprise a list of individuals, normally nested into families and households, with each individual having an associated set of personal demographic and socio-economic characteristics.  Microdata offer well-known advantages over tabular data, including enhanced possibilities for linkage to other data sources, retention of maximum flexibility in user-determined aggregation and analysis, and efficiencies in data storage (for large multivariate datasets) (Birkin and Clarke, 1995).  These advantages are reflected in the widespread use by researchers of the Sample of Anonymised Records (SAR) from the 1991 Census and other Government social survey microdata.

To protect respondent confidentiality, population microdata are typically stripped of all sub-regional geography.  However, a clear demand exists for microdata spatially-coded to below region level.  This demand is reflected in calls for a third, more spatially detailed, SAR from the 2001 Census (Dale and Teague, 2002).  In the absence of such data, a number of projects have been forced to generate their own synthetic small area population microdata (Birkin and Clarke, 1988; Beckman et al., 1996; Martin et al., 2001).

In all four main approaches to the creation of spatially-detailed synthetic population microdata may be identified: stratified sampling, data fusion/merging, reweighting and imputation (Williamson, 2002).  Of these four approaches, two are not practicable.  Data fusion and merging requires levels of access to the original microdata not normally permissible due to legal safeguards on respondent confidentiality, whilst shortcomings in published small-area data mean that conventional stratified sampling is unable to capture the highly complex and multi-dimensional nature of between-area differences (Voas and Williamson, 2001a).  The statistical reliability of the two remaining approaches, although both in widespread use, has never been systematically and rigorously evaluated.

2. OBJECTIVES

The original declared aims of the project were threefold:

1) To compare and contrast two established methodologies for synthetically reconstructing (estimating) population microdata for small (sub-regional) areas, leading to the identification of a favoured approach

2) To create and rigorously evaluate a national set of estimated small area population microdata

3) To actively encourage the uptake of the created dataset by a variety of means, including the deposition of the derived dataset

Subsequently, three additional aims were added:

4) Assessment of the extent and nature of within- and between-area heterogeneity at sub-regional level, as measured in the 1991 Census

5) A thorough reappraisal and re-implementation of the synthetic reconstruction approach

6) Creation of user-friendly software for the delivery and extraction of synthetic microdata

The addition of objectives 4 and 5 is explained in section 3.  Fulfilment of each added objective took approximately 6 months, leaving insufficient time to complete objective 2.  This meant that a planned end-of-award workshop could not be held, leading to the addition of objective 6.  At the time of writing work is in hand to roll-out a full national set of synthetic small-area microdata by the end of 2002 (details on project website).

3. METHODS

3.1 Overview

Two approaches to the creation of synthetic small-area population microdata were evaluated during this project.  The first, synthetic reconstruction (SR), is an imputation-based approach.  One census tabulation is used to provide a list of individuals with a set of initial known population attributes (e.g. the age and sex of each population member). All other attributes are added (imputed) by sampling from probabilities conditional upon one or more previously generated attributes.  In as far as is possible, these conditional probabilities are derived from published small-area census tabulations, but where necessary draw upon tabulations published for higher level geographies.  The second approach, combinatorial optimisation (CO), involves the selection of a combination of households from an existing survey microdataset that best fit published small-area census tabulations.  In effect this is an integer reweighting approach, in which most households are assigned weights of zero (i.e. not present).  The basic details of these two approaches are outlined further in Figures 1 and 2, and were first described fully in, respectively, Birkin and Clarke (1988) and Williamson et al. (1998).

During the course of this project a number of significant methodological innovations were introduced in the implementation of each approach, as outlined in sections 3.3 and 3.4.  Full details, unless stated otherwise, may be found in Huang and Williamson (2001b).  But first attention is turned to two other key areas of methodological development: identification of the principal determinants of between-area diversity and within-area homogeneity (section 3.2); and measurement of goodness-of-fit for synthetic microdata (section 3.3).

3.2 Understanding between-area variations

Whatever method is adopted for creating synthetic microdata, the constraints to be met are supplied by small-area census tabulations.  Resource constraints in both person-hours and computing power mean that not all of the available small-area constraints can be incorporated into the synthetic microdata generation process.  It was necessary, therefore, to identify the minimum set of census counts that best capture between area heterogeneity.  A number of by-products arose from this process, as reported in Voas and Williamson (2000b; 2001a,c).

3.2.1 Improved measures of dissimilarity

A widely used measure of geographical concentration is the dissimilarity index, D. A known problem with this index is that it measures spatial concentration without taking account of the fact that even a completely random distribution of individuals could produce areas of an uneven composition. These problems become particularly acute when attempting to measure the spatial concentration of minority populations in small areas, where the counts involved can be very small.  An adjustment commonly adopted in such situations is that proposed by Winship (1977).  In fact, it can be shown that Winship’s adjustment tends to make matters worse by over-correcting the index.  For this project an alternative adjustment factor was derived, 
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where Db = basic index of dissimilarity and Dc = value of index that would result from chance.

The final adjusted index, Da* = Db . J  .

Full derivation and evaluation of this new adjustment is set out in Voas and Williamson (2000b).  The adjustment has most impact when spatial concentration is low, which can also be shown to be the situation in which Winship’s adjustment is most in error.

3.2.2 Partitioning spatial variation across spatial scales

A crude method of assessing the impact of scale on spatial concentration would be to look at changes in the ranking of variables by dissimilarity index as spatial resolution increased (or decreased).  A novel alternative is to measure ‘contributions’ of scale.  Spatial dissimilarity will increase as the entire population is subdivided further and further; the increments in the index can be expressed as a percentage of the figure for enumerations districts (EDs).  The effect is to partition the ED-level value for D into contributions made by dividing the country into districts, then districts into wards, and finally wards into EDs.

3.3 A framework for validating small area microdata  (Methods of measuring fit)

Previous evaluations of the quality of synthetic population microdata have been highly rudimentary (e.g. Duley, 1989; Birkin and Clarke, 1988; Williamson et al., 1998).  Consideration has been given to the fit of microdata to at most one or two published small-area tabulations, despite the use of multiple constraining tabulations.  Such evaluations were undertaken only at small-area level, with no consideration of possible biases that might emerge during aggregation to larger geographical units.  In addition, measures of fit were confined to the application of Z-tests to individual constraining cell counts.  For this project an extensive framework for validating small-area microdata was developed, the details of which are reported in Voas and Williamson (2001b) and Huang and Williamson (2001b).  A brief summary of the methodological innovations presented in these papers is given below.

3.3.1 Identification of appropriate measures of fit

A review of a dozen statistical measures (Voas and Williamson, 2001b) concluded that the most suitable for assessing the fit of synthetic microdata to published small-area constraints was the normal Z-score and related variants.  A by-product of this review was a mathematical proof demonstrating the direct equivalence of a group of information-theoretic statistics favoured by Fotheringham and Knudsen (1987) with Standardised Absolute Error (Total Absolute Error divided by the total count).

The normal Z-score has the advantage of familiarity, relative ease of calculation and the ability to identify both distributional and absolute errors.  In addition, the sum of the squared Z-scores for the n cells in a table has a (2 distribution with n degrees of freedom, allowing tabular as well as cellular fit to be assessed.  Dividing the squared Z-scores for a table by the appropriate 5% (2 critical value gives an additional measure, RSSZ, the Relative Sum of Squared Z-scores, which when summed across all tables provides a measure of overall fit.

The main shortcoming of Z is that it requires matching expected and observed totals.  As synthetic totals may not exactly match actual totals, a modified version of Z, Zm, is to be preferred.  An advantage of Zm is that, when synthetic and actual totals converge, Zm = Z.   A second shortcoming of Z is that is its value is undefined when the expected count is 0.  In such circumstances Voas and Williamson (2001b) provide mathematical justification for the practice of defining Z as equal to the equivalent synthetic count.

3.3.2 Innovations in types of fit measured
There have been five main areas of innovation in the types of goodness-of-fit assessed.  First, as already noted, the use of (Z2 has allowed assessment for the first time of both tabular and overall fit to known constraints. Second, an attempt has been made to allow for the impacts of pre-release census data modification (barnardisation) when assessing levels of cellular fit.  Third, reflecting the inherently stochastic nature of both synthetic reconstruction and combinatorial optimisation, multiple synthetic populations have been realised.  This has allowed both the average error (mean fit) and the bias (fit of the mean) of each estimation approach to be assessed.  The range within which 95% of synthetic values lie has also been calculated, giving a measure of variance.  Fourth, consideration of fit has been extended to include both unconstrained interactions between constrained variables and unconstrained variables and their interactions. Fifth, the impact of spatial aggregation on the fit of synthetic microdata has been evaluated.

3.4 Innovations in synthetic reconstruction

Prior to this project, as outlined in the original grant proposal, a set of 1991-based population microdata had been generated.  However, this dataset essentially copied as closely as possible the approach adopted for the creation of an earlier set of 1981-based microdata, and failed to take full advantage of the improved possibilities for data linkage offered by the Sample of Anonymised Records.  Subsequent reflection suggested that a fairer comparison of combinatorial optimisation and synthetic reconstruction would be possible if the synthetic reconstruction process was rethought from scratch.  In addition to allowing the inclusion of additional information from the SARs, a number of other significant innovations in the synthetic reconstruction processes were made, as outlined below.

3.4.1 Modified Monte Carlo sampling

In conventional Monte Carlo sampling, potentially significant error in final outputs is introduced due to the stochastic nature of the sampling process.  For example, even though a variable, x, might have five categories with a known proportional distribution, P, of {0.12, 0.25, 0.52, 0.04, 0.07}, one possible outcome of imputing this attribute to 20 (N) individuals is a synthetic distribution of {0, 0, 0, 0, 20}.  A modified Monte Carlo sampling strategy was devised which led to an average 40% reduction in associated variance.  In essence a target distribution is identified (P.N), and random sampling is undertaken only for the fractional part of this target (see Huang and Williamson, 2001a for details).

3.4.2 Statistical justification of reconstruction order

Previous approaches to synthetic reconstruction have acknowledged the subjective way in which linkages between census tabulations and the order of data imputation have been arrived at.  For this project a mixture of logistic regression and CHAID-analysis were used to identify the key determinants of individual attributes, and therefore to identify the most appropriate census tabulations for use in their reconstruction. 

3.4.3 Modelled 100% counts of 10% data

Only a 10% sample of write-in questions such as occupation were coded for censuses prior to 2001.  In previous synthetic reconstructions, relevant probabilities have been derived using these data unmodified.  Such an approach has been found to lead to severely biased results (Voas and Williamson, 2000a).  Consequently additional information about table marginals present in 100% processed tables have been combined with ward-level tabulations to model best estimates of the actual small-area distributions.

3.4.4 Improved data linkage

Small-area tabulations do not of themselves contain sufficient information to allow plausible synthetic reconstruction.  For example, it may not be possible to establish a direct link between two key population attributes.  Instead the missing information has routinely been drawn from tables published for higher geographical levels (ward, district, national), and combined with the available small-area data using Iterative Proportional Fitting.  For this project, a similar approach has been adopted.  However, whereas previously data and time constraints have restricted researchers to combining information typically drawn from only two geographical levels and to creating conditional probabilities linking involving only three or four attributes at a time, for this project the availability of the SAR has allowed information from three levels of geography (ED, ward and nation) to be combined to estimate conditional probabilities linking up to five attributes simultaneously.  This greater linkage is designed to reduce dependence on the assumption of conditional independence between related variables.

3.4.5 Data reconciliation

To protect respondent confidentiality, all small-area census counts are subject to pre-release modification, leading to inconsistencies between tables.  Counts used in the synthetic reconstruction process have been modified as necessary to agree with one another.

3.5 Innovations in combinatorial optimsiation

3.5.1 Validated random number generation
Combinatorial optimisation requires the generation of a number stream randomly different to at least the sixth digit, in order to ensure an equal chance exists of picking each of the approximately 250,000 households in the SAR.  This is a non-trivial requirement that not all commercially available pseudo-random number generators can meet.  For this project, therefore, one innovation has been the formal checking of potential random number generators for fitness-for-purpose (Voas and Williamson, 1998).

3.5.2 Sequential table fitting

A problem identified by Williamson et al. (1998) is that, when selecting household combinations from survey microdata, some constraining tabulations are easier to satisfy than others.  Two steps were taken to address this problem.  First, tables based on 10% samples of census respondents were replaced with modelled estimates of the full 100% sample distribution (as reported above).  Second, an amended household selection routine was tested, in which the hardest to fit tabulations were identified and used as initial constraints on household selection.  Once satisfied, additional tables were added as constraints, but no changes in household combinations were allowed that impacted adversely on the level of fit already obtained (Voas and Williamson, 2000a).

3.5.3 Stratified household selection

As originally implemented, combinatorial optimisation allowed any combination of households from the SAR to be selected that best satisfied small-area constraints.  Two alternative approaches have also been evaluated, in which households can be selected only if they are from the same SAR region, or from a ward with the same ONS ward classification, as the small-area being fitted.

3.5.4 RSSZm as new selection criterion 

When selecting the set of households that best fit small-area constraints, the statistical measure-of-fit originally adopted was Total Absolute Error (TAE).  However, TAE focuses on absolute rather than relative error.  For the latter stages of this project, an alternative statistical measure, RSSZm, based on the use of modified Z-scores, was adopted instead (see section 3.3).

3.5.5 Stopping rules

As finally implemented, an initial 2 million household combinations are evaluated for each small-area.  If even one cell in a single constraining table is deemed to be poorly fitted up to a further 2 million evaluations are undertaken.  At this stage a small number of areas, comprising highly atypical households, still remain poorly fitted.  In these cases a further round of household replacement occurs (0.5 million evaluations), with potential replacement households restricted to those already found within the household combination.  This strategy reflects the observation that, by the end of conventional household selection, the household combination contains a high concentration of the relevant atypical household types.

4. RESULTS

4.1 Understanding between area-variations

4.1.1 Spatial concentration

Voas and Williamson (2000b) report in full on the spatial scale of socio-economic variation across England and Wales, based on an analysis of 54 census variables chosen to reflect the full range of census topic coverage.  Table 1 presents the main findings, using the adjusted measure of dissimilarity adjusted outlined in section 3.2.  This table shows that ethnicity, dwelling type, housing tenure, transport use, central heating, lone parenthood, qualifications and scoio-economic group are the most spatially concentrated population attributes (at ED level), whilst mid-range age structure, marital status, female employment, skilled or inactive males and long-term illness are the least concentrated.  The ordering of variables by dissimilarity index value is similar, if not identical, at district and ward levels.  The correlation coefficients are 0.96, 0.95 and 0.86 as between D computed for wards vs. districts, EDs vs. wards and EDs vs. districts.  However, this overall correlation masks considerable variation in the geographic level at which the majority spatial concentration occurs for individual variables. 

The final 3 columns of Table 1 indicate the proportion of the ED-level concentration attributable to the shift in geographical resolution from country to district, district to ward and ward to enumeration district.   For some variables, district-level effects are strongest.  For example, over 82% of ethnic concentration observable at ED-level is already observable at district level.  Other variables with high levels of district concentration are transport to work, access to cars, industry of employment and self-employment.  The largest ward-level effects are to be found in professional occupations, qualifications, socio-economic groups, and student concentration.  Finally some variables are principally segregated only at ED-level, including age and household size.  These variations reflect the differing scales at which various social processes operate, including the labour and housing markets.

4.1.2 Multicollinearity

It might be tempting to focus efforts on accurately modelling the most spatially concentrated variables, as these appear to drive differentiation between small-areas.  However, such an approach would fail to take account of multicollinearity.  If two variables are highly correlated, it may be possible necessary to accurately model only one of them, as the value of the second would be given by the value of the first.  The question is how small a set of variables would be necessary to adequately capture information about a core set of desired target variables {Y}.  Voas and Williamson (2001a) explore various aspects of this question.    The key results are presented in Figure 3.  The lowest line in Figure 3 depicts the number of variables that would be required to control a given percentage of the observed ED-level variance.  This curve is based on estimates as there is no algorithm for selecting the optimal combination of variables, but trials with plausible sets of variables make the pattern clear.  Few variables can be left out if a high proportion of the overall variance is to be controlled for.  Even if an approximately optimal set of 25 variables is used to predict the value of each of the remaining 29 variables, the average r2 would be only 63%. A simple explanation for these findings is that one-sixth of the variables considered are not strongly associated with each other at ED level (-0.5< r < +0.5).

An alternative solution is to attempt to reduce the 54 selected census variables into a more limited set of dimensions using principal components analysis.  But even this statistically more sophisticated approach fairs little better.  The first four components jointly account for just over half (54%) of ED-level variation.  Twenty-five components are required to capture 90% of the observed variation.  The implication is that approaches to area classification based upon data reduction, such as geodemographic profiling, are likely to only poorly summarise between-area differences.  Table 2 serves to reinforce this point.  The % reduction in variable dispersion achieved for each of the selected census variables is reported for four different summary area classifications.  As an aid to interpretation, splitting a set of variable values into two would reduce variability by roughly half.  Table 2 shows that, for most variables, area classifications fail to reduce between-area variability as much as would a simple two-way split.  The results also show that these classifications mainly differentiate between areas on the basis of a few key housing and socio-economic variables.  Geodemographic classification, one of the most popular methods of socio-spatial discrimination and summary description can account for just certain kinds of diversity, and even then only partially.

4.2 Improvements to combinatorial optimisation

4.2.1 Substitution of TAE with RSSZm
Table 3 illustrates the impact on combinatorial optimisation of changing the household selection criteria from TAE to RSSZm.  Results are presented for three enumeration districts.  DAGF04 and DAGF12 are inner-city EDs with highly atypical population compositions, falling outside the 98th and 99.8th percentile of EDs respectively, when ranked by difference from the national average.  ED DAFJ01 is a typical suburban ED lying relatively close to the national average.

Using improvements in TAE to guide household selection, at least one constraining table does not fit for ED DAGF12 (ΣZ2 > critical value), no matter how many evaluations are performed.  With the use of RSSZm, all the constraining tables are satisfied within 100,000 evaluations.  At the cellular level the performance advantage of RSSZm is even greater, with only one or two cells out of 597 having Z-scores exceeding their critical values, compared to more than 17 if TAE is used to guide selection.  Similar but less dramatic gains are observed for the suburban ED DAFJ01.  The gains in algorithmic efficiency more than compensate for the 40% increase in calculation time (CPU seconds) for RSSZm as compared to TAE.  These gains also allow the sequential table fitting necessary when using TAE to be dispensed with.

4.2.2 Stratified household selection

As originally conceived, combinatorial optimisation selected the households chosen to represent a small-area from the whole of the SAR (W).  An alternative strategy (R) is to select households drawn from only the same SAR region as the small-area being estimated.  As Figure 4 illustrates, for suburban ED DAFJ01 restriction of sampling to a regional sub-set of the SAR leads to only a slight deterioration in performance, but for inner-city ED DAGF12 the outcome is significantly worse.  The results suggest that for atypical EDs limiting household selection to region-specific SAR significantly increases the error of estimation.  The strategy finally adopted (R+W) initially restricts household selection to region-specific SAR, but this restriction is lifted after evaluation of 200,000 household combinations if one or more constraining cells remains to be fitted.  Using this strategy, at the end of 10 million evaluations 100% of households selected to represent ED DAFJ01 are drawn from the relevant regional SAR, compared to 14% of households for ED DAGF12.

Voas and Williamson (2000a) consider restricting selection to households drawn from the ONS ward type as the small-area being estimated.  The potential gains for this approach are necessarily limited by the weaknesses inherent in all area classifications (section 4.1).  It was found that selecting households on the basis of area type led to a marked improvement in fit for some but not all population attributes, leading to the conclusion that a better strategy would be simply to increase the number of constraints on the estimation process.

4.3 Synthetic reconstruction vs. Combinatorial Optimisation

For comparison purposes, synthetic microdata were generated by synthetic reconstruction (POP91SR) and combinatorial optimisation (POP91CO) for the 86 enumeration districts comprising the suburban Cookridge and inner-city University wards of Leeds.  To take account of random variability, 100 runs of each approach were undertaken.  The same basic set of 9 small-area tabulations, listed in Table 4, was used as an input for both approaches.  Additional information from higher-level geographies was incorporated in the synthetic reconstruction process and for both approaches all 10% census counts were replaced with modelled 100% counts.  However, lack of small-area data restricted synthetic reconstruction to the allocation of ethnic group for household heads only.  Consequently, when assessing performance fit to the two tables involving an ethnic breakdown was disregarded.

4.3.1 ED-level mean fit

The fit of each set of synthetic microdata to published small-area counts and tabulations has been evaluated using, respectively, Z-scores and ΣZ2 (as outlined in section 3.3).  A test-score greater than the relevant 5% critical value was taken to indicate a non-fitting table (NFT) or cell (NFC).  As a ‘non-fitting’ cell might be attributable at least in part to barnardisation, a second less stringent definition of cellular fit was also used.  A ‘poorly fitting’ cell (PFC) is a synthetic count that fails to fit even the published count ±1.

To assess the general accuracy of the two estimation strategies, the mean fit of the 100 replications per ED was calculated.  Figure 5 presents the distribution of this mean fit per ED, at both tabular and cellular level.  As shown in Figure 5a, for nearly half of all EDs in the test area POP91SR produced synthetic datasets with a mean number of NFT equal to zero (i.e., the synthetic data fit all constraining tables for all 100 trials).  The figures for the remaining EDs are all less than 0.03, equivalent to one table (out of 7) in three trials (out of 100) failing to fit.  The tabular fit for Pop91CO is even better.  For all but four EDs the NFT values are zero.  Only in two EDs is the fit produced by Pop91CO less good than that of Pop91SR.

At cellular level the number of non-fitting cells for datasets generated by Pop91SR ranges from 0.78 to 9.18 with a mean of 4.95 across all 86 EDs (Figure 5b).  This result means that, on average, only 5 out of a possible 415 cells fail the Z-test in a given trial.  Allowance for the ±1 uncertainty over actual cell values leads to a ten-fold reduction in poorly fitting cells (Figure 5c).  On average the number of PFC is only 0.45, i.e., less than one cell poorly fitted per trial.  Pop91CO, however, produces an even better fit at the cellular level (Figure 5b,c).  The average number of NFC and PFC over 86 EDs are only 0.13 and 0.02 respectively.

The two EDs that Pop91CO fails to produce better estimates for than Pop91SR are the student EDs DAGF57 and DAGF58.  These two EDs are extremely atypical; their distance from the national average has been identified as the second and third highest in England and Wales (Voas and Williamson, 2000a).  In these cases the required households are probably so unusual that no equivalents can be found in the SAR.  Even for these two EDs the actual test statistics may reasonably be described as very good; the hardest to fit ED DAGF58 averages only 0.29 non-fitting tables and 1.73 non-fitting cells per replication.

4.3.2 ED-level fit of the mean

Table 5 reports the fit of the 100-run mean (as opposed to the mean fit over 100-runs), thereby giving an indication of overall bias.  For the dataset generated by Pop91SR the average fit values (RSSZ of the mean) are 0.13 and 0.18 for Cookridge and University wards.  For Pop91CO equivalent figures are equally low, at 0.11 and 0.23 respectively.  The greater gap in RSSZ between wards indicates that the output of Pop91CO is slightly more sensitive to location that Pop91SR.

The strengths and weaknesses of the two approaches are summarised in Table 6, which presents estimated counts for one of the constraining tables.  Although the mean synthetic counts are more or less identical, the range of synthetic counts over 100 replications is far greater for synthetic reconstruction than for combinatorial optimisation.  Table 6 also helps to make clear the meaning of ‘fit’.  As can be seen, for combinatorial optimisation the mean synthetic counts are extremely close to the constraining census counts, as are the synthetic counts at the top and bottom of the trimmed 95% estimate range.

4.3.3 Ward-level fit

Superior performance at the ED-level does not necessarily guarantee superior performance when synthetic populations are aggregated to ward level.  As Table 7 demonstrates, at ward level the overall fit of the mean of the 100 Pop91SR estimates (RSSZ of mean) is closer to the target distribution than that for Pop91CO.  However, in almost every other respect Pop91CO continues to outperform Pop91SR, in particular offering markedly reduced overall levels of variance (lower average numbers of non-fitting cells and tables).  A similar story if found when the fit to individual constraining tables is considered.  For most purposes only a single set of synthetic microdata will be used.  Therefore a guaranteed close fit (minimal variability) is to be preferred to assurances of minimum bias over 100 trials.

4.3.4 Fit of unconstrained counts

A second test for synthetic microdata is how well they capture the unconstrained interactions between variables used in constraining tables.  Voas and Williamson (2000a) consider this problem, for combinatorial optimisation only, using artificial enumeration districts created via stratified sampling of households from the SAR.  Two of the artificial EDs created, ‘Middle England’ and ‘Rural’ have a population composition very close to the national average.  The ‘Deprived Industrial’ ED is as far from the norm as the suburban ED DAFJ01, whilst the ‘Deprived urban; council flats’ ED is as highly atypical as the inner city ED DAGF04.  As Table 8 shows, the fit of five partially constrained tabulations was excellent, and good (85% of runs fit) for the remaining tabulation of sex/marital status/tenure, which cuts across individual and household levels.  In contrast, the fit on interactions between variables not involved in the constraining process is generally extremely poor.  Similar results were found when assessing the fit of partially and totally unconstrained tabulations at ward level, for both synthetic reconstruction and combinatorial optimisation (Huang and Williamson, 2001b)

4.4 Conclusion

Combinatorial optimisation is a superior approach to synthetic reconstruction for the generation of small-area microdata.  In particular combinatorial optimisation offers a marked reduction in variability of performance between runs.  Using combinatorial optimisation, every single tabular constraint is satisfied on every run, however atypical the small-area.  Even for the hardest-to-fit area, less then 0.5% of cell-counts are ‘non-fitting’.  Unconstrained interactions between unconstrained variables remain poorly captured, but unconstrained interactions between constraining variables in most cases provide good fit at the tabular level.  As a result, synthetic microdata offer clear ‘added value’, providing reliable estimates of previously unknown cross-tabulations.  An example is Figure 6, which maps the estimated distribution of young urban professional (‘yuppie’) households in the city of York.  Synthetic microdata are more suited to this purpose than Iterative Proportion Fitting or the types of synthetic point estimators reviewed by Ghosh and Rao (1994), particularly when flexibility of aggregation or estimates of large numbers of unknown tabulations are required.

ACTIVITIES

As a full national set of population microdata had not been created by the end of the grant period, a planned dissemination workshop was not held.  However, results from this project have been extensively disseminated, having been presented at four international and six national conferences/workshops, plus a joint SAGE/Department of Social Security seminar.  In addition, a project website has been established and maintained, and considerable effort has been devoted to creating user-friendly data-extraction software (see Outputs).  Selected conference presentations are listed below; a full list has been submitted to the REGARD database.

Williamson P. (1998)  ‘Estimating and projecting private household water demand for small areas’, International workshop on microsimulation in the new millenium: challenges and innovations, Cambridge, 22-23 August

* Williamson P. (1999) ‘Microsimulation: an idea whose time has come?’, 39th European Congress of the European Regional Science Association and the Regsional Science Association International, Dublin, 6-8 September 1999.

Williamson P. and Huang Z. (2001) ‘Adding spatial detail to Public Use Microdata – a synthetic approach’, Spatial Analysis and Modelling Special Interest Group, American Association of Geographers Annual Conference, New York, 27 Feb. to 3 March 2001.

* Williamson P. (2001) ‘Spatial microsimulation: adding geography to microdata’, Seminar presentation to SAGE/Dept. of Social Security, London School of Economics, October 2001.

* Williamson P. (2002) ‘Small area population estimates: micro and macro approaches’, Producing national sets of small area population estimates: where are we now, and where are we going.  Workshop organised by the Royal Statistical Society and the British Society for Population Studies, Royal Statistical Society, London, 15 March 2002. 

* Invited

OUTPUTS

Full outputs have been submitted to the REGARD database, and include six working papers, data creation and extraction software (the latter illustrated in Figure 7), a project website (http://pcwww.liv.ac.uk/~william/microdata), a book chapter, four refereed articles and a published response to comments on one of the articles.  

Highlights are:

Voas D. and Williamson P. (2000) ‘An evaluation of the combinatorial optimisation approach to the creation of synthetic microdata’, International Journal of Population Geography, 6, 349-366.

Voas D. and Williamson P. (2000) ‘The scale of dissimilarity: concepts, measurement and an application to socio-economic variation across England and Wales’, Transactions of the Institute of British Geographers, 25, 465-481.

Voas D and Williamson P (2001) ‘The diversity of diversity: a critique of geodemographic classification’, Area, 33(1), 63-76.

Voas D and Williamson P (2001) ‘Evaluating goodness-of-fit measures for synthetic microdata’, Journal of Geographical and Environmental Modelling, 5(2), 177-200.

Huang Z and Williamson P (2001) ‘A comparison of synthetic reconstruction and combinatorial optimisation approaches to the creation of small-area microdata’, Working Paper 2001/2, Population Microdata Unit, Department of Geography, University of Liverpool (available via project website). Pp 80.

IMPACTS

Work on the shortcomings of geodemographic classifications led to a published response (Harris, 2001), which concurred with our findings and sought to explore their implications further, whilst Voas and Williamson (2000b) has already been cited by Johnston et al. (2002) and Martin et al. (2001).

Work on the creation of validated synthetic population microdata has been cited by a number of others working in this field, including both UK and foreign academics (e.g. Ballas and Clarke, 2001; Caldwell et al., 1998; Martin et al., 2001; Mitchell et al., 2002), and has led to a number of conference and seminar invitations (see Activities).  In addition, the director of the Australian National Centre for Social and Economic Modelling has requested collaboration over a grant application seeking funds to generate synthetic population microdata for Australia, which was submitted in Spring 2002 to the Australian Research Council with Paul Williamson named as joint Principal Investigator.  Informal requests for further information have also been received from researchers as far afield as the Spatial Modelling Centre in Sweden and the Dept. of Civil Engineering, University of Tokyo.

FUTURE RESEARCH PRIORITIES

 (1) Completion and roll-out of the promised validated set of small-area population microdata

(2) Creation of an equivalent dataset based on 2001 Census data

(3) Enhanced usability of synthetic microdata creation and extraction software

(4) Use of synthetic microdata as a launch-pad for: 

· synthetic small-area estimates of income and functional health

· spatially-detailed dynamic microsimulation modelling
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Table 1  Dissimilarity indices (and % contributions) at different spatial scales
	Variable
	Index by level
	
	% contributed by level

	
	ED
	Ward
	District
	
	District
	Ward
	ED

	Non-white residents
	.649
	.614
	.534
	
	82.2
	12.5
	5.4

	Detached house
	.640
	.491
	.358
	
	55.9
	20.8
	23.3

	Public rental
	.638
	.400
	.230
	
	36.0
	26.7
	37.3

	Purpose-built flat
	.594
	.379
	.274
	
	46.1
	17.7
	36.2

	Terraced house
	.559
	.359
	.214
	
	38.3
	25.9
	35.7

	Semi-detached house
	.510
	.319
	.180
	
	35.3
	27.3
	37.5

	Born outside UK
	.448
	.422
	.369
	
	82.4
	11.8
	5.9

	Private rental
	.448
	.312
	.183
	
	40.9
	28.7
	30.4

	Travel to work by public transport
	.431
	.369
	.338
	
	78.3
	7.2
	14.5

	No central heating
	.430
	.312
	.232
	
	53.9
	18.6
	27.5

	Adults with qualifications
	.379
	.275
	.160
	
	42.3
	30.3
	27.4

	Work place out of district
	.372
	.329
	.276
	
	74.1
	14.3
	11.7

	No car
	.371
	.286
	.212
	
	57.1
	19.9
	23.0

	Lone parent / Families with dep child
	.359
	.248
	.168
	
	46.8
	22.2
	31.0

	Two or more cars
	.356
	.285
	.205
	
	57.7
	22.3
	20.0

	Head in prof./managerial occupation
	.350
	.266
	.150
	
	42.9
	33.2
	24.0

	Males in professional occupations
	.350
	.254
	.137
	
	39.2
	33.4
	27.3

	Head in manual occupation
	.322
	.245
	.146
	
	45.4
	30.5
	24.1

	Unemployed males
	.314
	.237
	.170
	
	54.1
	21.5
	24.5

	Travel to work by car
	.285
	.219
	.157
	
	55.1
	21.9
	22.9

	Only dependants in household
	.261
	.155
	.110
	
	42.3
	17.2
	40.5

	Males in finance & other services
	.258
	.222
	.158
	
	61.2
	24.8
	14.0

	Females in professional occupations
	.243
	.207
	.106
	
	43.9
	41.6
	14.5

	One pensioner household
	.237
	.121
	.062
	
	26.1
	24.8
	49.1

	Males in manufacturing
	.235
	.224
	.182
	
	77.6
	18.1
	4.3

	Self-employed males
	.234
	.186
	.143
	
	61.1
	18.2
	20.7

	Address last year different
	.230
	.147
	.091
	
	39.6
	24.5
	35.8

	Five or more persons in household
	.229
	.124
	.071
	
	30.8
	23.5
	45.7

	Households with no families
	.229
	.160
	.099
	
	43.3
	26.4
	30.2

	Student males
	.229
	.171
	.089
	
	39.0
	35.6
	25.5

	Pensioners
	.227
	.125
	.072
	
	31.6
	23.4
	44.9

	One person in household
	.220
	.137
	.084
	
	38.1
	24.1
	37.8

	Two or more pensioners only
	.216
	.137
	.086
	
	39.6
	23.7
	36.7

	Student females
	.206
	.150
	.072
	
	34.9
	37.9
	27.3

	Child under five in household
	.202
	.117
	.058
	
	28.5
	29.4
	42.1

	Female head of household
	.193
	.128
	.088
	
	45.7
	20.6
	33.7

	Residents with long-term illness
	.193
	.127
	.096
	
	49.7
	16.3
	34.0

	Inactive males
	.189
	.140
	.108
	
	57.1
	16.8
	26.1

	Long-term illness in household
	.188
	.129
	.100
	
	53.3
	15.3
	31.4

	Males in skilled trades
	.186
	.153
	.094
	
	50.5
	31.9
	17.6

	Over 0.5 persons/room
	.178
	.116
	.068
	
	38.0
	27.0
	34.9

	Females in distribution
	.176
	.101
	.078
	
	44.3
	13.1
	42.6

	Females in finance & other services
	.175
	.163
	.111
	
	63.6
	29.4
	7.0

	Part-time females
	.160
	.117
	.085
	
	53.2
	20.0
	26.8

	Inactive females
	.159
	.103
	.062
	
	39.0
	25.7
	35.3

	Full-time females
	.156
	.109
	.077
	
	49.6
	20.3
	30.2

	Some dependants in household
	.155
	.104
	.076
	
	49.1
	18.4
	32.5

	Females working 30 hours or less
	.148
	.118
	.087
	
	58.7
	21.6
	19.7

	Females in clerical occupations
	.146
	.129
	.099
	
	67.9
	21.0
	11.1

	Married / Females
	.144
	.103
	.070
	
	48.8
	22.8
	28.4

	Residents under 16
	.141
	.081
	.041
	
	29.1
	28.4
	42.5

	Married / Males
	.141
	.104
	.068
	
	47.9
	26.1
	26.0

	Residents 16-24
	.109
	.066
	.035
	
	31.9
	28.3
	39.8

	Male residents
	.015
	.017
	.011
	
	64.4
	35.6
	0.0


Table 2  Reduction in variability from area classification
	Variable
	GB Profiles
	Super Profiles
	ad hoc 
	
	Townsend
	

	Detached house
	68.7
	52.4
	41.3
	
	34.7
	

	No car
	65.1
	58.7
	67.0
	*
	59.5
	*

	Public rental
	63.5
	53.3
	38.6
	
	41.4
	*

	Two or more cars
	61.2
	56.6
	53.2
	
	46.0
	

	Terraced house
	59.9
	34.2
	17.1
	
	13.5
	

	Semi-detached house
	58.6
	33.2
	13.8
	
	6.6
	

	Non-white residents
	50.4
	50.1
	17.1
	
	12.6
	

	Married females
	49.8
	45.5
	44.6
	
	37.8
	

	Purpose-built flat
	49.2
	37.6
	26.2
	
	16.9
	

	Female head of household
	48.0
	44.1
	55.6
	*
	32.7
	

	Married males
	47.9
	46.1
	38.8
	
	35.6
	

	Born outside UK
	44.4
	48.5
	16.8
	
	7.6
	

	Unemployed males
	44.0
	43.6
	39.8
	
	54.7
	*

	One person in household
	43.0
	42.2
	53.5
	*
	13.1
	

	Pensioners
	41.8
	45.6
	44.9
	*
	2.6
	

	Residents with long-term illness
	40.7
	39.0
	38.1
	
	16.0
	

	No central heating
	39.9
	24.9
	13.9
	
	13.2
	

	Long-term illness in household
	39.0
	35.7
	37.0
	
	17.3
	

	Head in prof./managerial occupation
	38.4
	35.2
	22.2
	
	17.6
	

	Private rental
	37.7
	39.4
	19.2
	
	5.8
	

	Residents under 16
	36.7
	43.1
	35.0
	
	7.2
	

	Travel to work by car
	36.5
	29.9
	20.9
	
	19.3
	

	Adults with qualifications
	36.3
	37.0
	21.7
	
	14.0
	

	Some dependants in household
	35.8
	37.1
	48.5
	*
	8.5
	

	Only dependants in household
	35.8
	35.0
	40.6
	
	15.9
	

	Head in manual occupation
	35.1
	31.3
	17.7
	
	11.4
	

	Two or more pensioners only
	35.0
	34.0
	30.7
	
	5.6
	

	Males in professional occupations
	34.9
	32.6
	19.9
	
	14.6
	

	Self-employed males
	34.8
	34.2
	24.2
	
	14.3
	

	Over 0.5 persons/room
	34.4
	36.5
	28.9
	
	11.1
	*

	Travel to work by public transport
	34.2
	29.5
	16.4
	
	13.8
	

	One pensioner household
	34.0
	38.6
	42.3
	
	6.0
	

	Child under five in household
	32.4
	38.0
	26.8
	
	6.0
	

	Households with no families
	29.5
	25.9
	28.3
	
	8.3
	

	Part-time females
	28.4
	30.9
	20.4
	
	14.2
	

	Full-time females
	27.9
	29.5
	29.1
	
	7.0
	

	Inactive females
	27.8
	29.2
	46.1
	*
	15.8
	

	Five or more persons in household
	25.6
	27.4
	21.0
	
	4.0
	

	Address last year different
	25.4
	27.9
	14.7
	
	2.9
	

	Inactive males
	20.0
	18.5
	16.7
	
	8.8
	

	Males in finance & other services
	19.5
	19.1
	8.0
	
	2.4
	

	Females in professional occupations
	19.1
	20.0
	11.9
	
	5.6
	

	Student males
	18.7
	21.2
	8.4
	
	3.4
	

	Residents 16-24
	18.6
	22.6
	16.0
	
	5.2
	

	Lone parent / Families with dep child
	18.6
	17.6
	16.0
	
	14.9
	

	Student females
	17.5
	19.6
	10.9
	
	3.3
	

	Male residents
	17.0
	18.5
	19.3
	
	2.3
	

	Work place out of district
	14.6
	15.4
	5.6
	
	2.4
	

	Males in skilled trades
	13.0
	12.3
	5.2
	
	1.8
	

	Males in manufacturing
	10.3
	13.4
	4.6
	
	0.8
	

	Females in finance & other services
	9.4
	10.8
	4.5
	
	1.7
	

	Females working 30 hours or less
	9.0
	9.9
	5.5
	
	1.2
	

	Females in clerical occupations
	7.0
	8.0
	4.4
	
	2.6
	

	Females in distribution
	5.5
	5.5
	2.6
	
	0.8
	


* Variables used to construct the classification (ad hoc) or related to those used (Townsend). 

	Table 3  Results from the use of TAE and RSSZm as the selecting criterion

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Selection criterion:
	
	
	TAE
	
	
	
	
	RSSZm
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	(A) ED DAFJ01 in Cookridge ward (198 households)
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Evaluations('000)
	TAE
	RSSZ
	NFT
	NFC
	CPU (s)
	
	TAE
	RSSZ
	NFT
	NFC
	CPU (s)

	0
	
	1438
	124.60
	9.0
	117.8
	0
	
	1438
	124.60
	9.0
	117.8
	0

	10
	
	447
	7.51
	1.2
	28
	0
	
	495
	2.71
	0
	15.8
	0

	100
	
	188
	1.26
	0
	6.4
	2
	
	185
	0.52
	0
	0.2
	3

	500
	
	145
	0.86
	0
	3.4
	9
	
	111
	0.30
	0
	0
	13

	1,000
	
	135
	0.82
	0
	3.6
	19
	
	97
	0.27
	0
	0
	26

	1,500
	
	118
	0.73
	0
	2.6
	28
	
	93
	0.26
	0
	0
	40

	2,000
	
	107
	0.64
	0
	2.2
	38
	
	86
	0.24
	0
	0
	53

	2,500
	
	102
	0.67
	0
	2.6
	47
	
	81
	0.24
	0
	0
	66

	3,000
	
	101
	0.65
	0
	2.4
	57
	
	81
	0.23
	0
	0
	79

	3,500
	
	98
	0.63
	0
	1.8
	66
	
	78
	0.23
	0
	0
	92

	4,000
	
	97
	0.60
	0
	1.4
	75
	
	80
	0.23
	0
	0
	105

	5,000
	
	94
	0.60
	0
	1.4
	94
	
	77
	0.22
	0
	0
	131

	6,000
	
	93
	0.60
	0
	1.4
	113
	
	76
	0.22
	0
	0
	158

	8,000
	
	91
	0.59
	0
	1.4
	151
	
	74
	0.21
	0
	0
	210

	10,000
	
	89
	0.57
	0
	1.2
	188
	
	73
	0.21
	0
	0
	263

	
	
	
	
	
	
	
	
	
	
	
	
	

	(B) ED DAGF04 in University ward (149 households)
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Evaluations('000)
	TAE
	RSSZ
	NFT
	NFC
	CPU (s)
	
	TAE
	RSSZ
	NFT
	NFC
	CPU (s)

	0
	
	1869
	48.89
	9.0
	132.6
	0
	
	1869
	48.89
	9.0
	132.6
	0

	10
	
	880
	12.11
	5.6
	67.0
	0
	
	853
	8.14
	3.0
	59.2
	0

	100
	
	364
	4.11
	0
	21.8
	2
	
	359
	1.88
	0
	4.6
	3

	500
	
	320
	3.57
	0
	18.8
	9
	
	236
	0.98
	0
	0.6
	13

	1,000
	
	275
	3.07
	0
	14.8
	19
	
	206
	0.81
	0
	0.4
	26

	1,500
	
	248
	2.72
	0
	13.2
	28
	
	200
	0.75
	0
	0.4
	39

	2,000
	
	240
	2.58
	0
	13.8
	38
	
	190
	0.70
	0
	0.2
	53

	2,500
	
	233
	2.35
	0
	13.0
	47
	
	185
	0.67
	0
	0.2
	66

	3,000
	
	227
	2.22
	0
	12.0
	57
	
	178
	0.65
	0
	0.2
	79

	3,500
	
	222
	2.16
	0
	11.8
	66
	
	173
	0.62
	0
	0.2
	92

	4,000
	
	219
	2.18
	0
	10.4
	75
	
	177
	0.62
	0
	0.2
	105

	5,000
	
	216
	2.16
	0
	10.4
	94
	
	171
	0.60
	0
	0.2
	131

	6,000
	
	213
	2.11
	0
	10.6
	113
	
	162
	0.58
	0
	0.2
	158

	8,000
	
	207
	2.03
	0
	10.0
	151
	
	160
	0.56
	0
	0
	210

	10,000
	
	201
	1.98
	0
	9.8
	188
	
	153
	0.53
	0
	0
	263

	
	
	
	
	
	
	
	
	
	
	
	
	

	(C) ED DAGF12 in University ward (191 households)
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	Evaluations('000)
	TAE
	RSSZ
	NFT
	NFC
	CPU (s)
	
	TAE
	RSSZ
	NFT
	NFC
	CPU (s)

	0
	
	2642
	106.81
	9
	164.6
	0
	
	2642
	106.81
	9
	164.6
	0

	10
	
	1542
	35.15
	8.6
	116.8
	0
	
	1421
	17.24
	7.8
	103.2
	0

	100
	
	659
	7.56
	3.4
	43.6
	2
	
	680
	3.97
	0
	19.0
	3

	500
	
	445
	5.39
	1.8
	23.2
	9
	
	398
	1.59
	0
	4.2
	13

	1,000
	
	385
	4.29
	1.0
	20.6
	19
	
	343
	1.24
	0
	3.0
	26

	1,500
	
	355
	3.98
	1.2
	18.8
	28
	
	315
	1.11
	0
	2.0
	40

	2,000
	
	338
	3.83
	1.2
	16.6
	38
	
	295
	1.05
	0
	2.2
	53

	2,500
	
	324
	3.87
	1.4
	17.4
	47
	
	294
	1.02
	0
	1.6
	66

	3,000
	
	314
	3.69
	1.2
	17.8
	57
	
	286
	0.98
	0
	1.6
	79

	3,500
	
	309
	3.69
	1.2
	17.4
	66
	
	284
	0.95
	0
	1.4
	92

	4,000
	
	305
	3.69
	1.2
	18.0
	76
	
	278
	0.95
	0
	1.4
	105

	5,000
	
	300
	3.61
	1.2
	16.6
	94
	
	271
	0.90
	0
	1.6
	132

	6,000
	
	296
	3.64
	1.4
	17.8
	113
	
	269
	0.88
	0
	1.4
	158

	8,000
	
	293
	3.57
	1.2
	17.2
	151
	
	269
	0.86
	0
	1.2
	211

	10,000
	
	290
	3.54
	1.2
	17.6
	189
	
	261
	0.85
	0
	1.2
	263

	
	
	
	
	
	
	
	
	
	
	
	
	

	Figures are 5-run average
	
	
	
	
	
	
	
	
	
	

	Total number of tables: 9;   Total number of cells: 597
	
	
	
	
	
	
	

	CPU time is central processing unit time in seconds on a 800MHz PC 
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	


Table 4  Constraints used during sythetic microdata generation 

	Table constraints used in final version of Pop91CO
	Tables used for comparison of Pop91SR and Pop91CO

	SAS tables
	Variables in tabulation
	As inputs
	For assessment of fit

	S01
	Resident status / Sex
	
	

	S14
	Long-term illness / Age / Economic activity
	
	

	S22
	Household size / Number of rooms / Tenure 
	
	

	S29
	Dependants 
	
	

	S35
	Age / Sex / Marital status
	●
	●

	S42
	Household composition / Tenure
	●
	●

	S74
	Occupation / Age / Sex
	
	

	S86
	Socio-economic group of household head / Tenure
	●
	●

	S06
	Age / Ethnic group 
	●
	

	S08
	Age / Sex /  Economic position
	●
	●

	S09
	Sex / Economic position / Ethnic group
	●
	

	S34
	Sex / Marital status / Economic position
	●
	●

	S39
	Age / Sex / Marital status of household head
	●
	●

	S49
	Ethnic group of household head / Tenure
	●
	●


	Table 5  Performance of synthetic reconstruction and combinatorial optimization

               (RSSZ of mean)
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Cookridge ward
	
	
	
	
	
	University ward
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	RSSZ of mean
	
	
	
	
	
	RSSZ of mean
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	EDCODE
	SR
	CO
	
	CO-SR
	
	
	
	EDCODE
	SR
	CO
	
	CO-SR
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	DAFJ01
	0.21
	0.21
	
	0.00
	
	
	
	DAGF01
	0.14
	0.16
	
	0.01
	
	

	DAFJ02
	0.10
	0.06
	
	-0.04
	
	
	
	DAGF02
	0.16
	0.15
	
	-0.01
	
	

	DAFJ03
	0.05
	0.07
	
	0.02
	
	
	
	DAGF03
	0.29
	0.22
	
	-0.06
	
	

	DAFJ04
	0.13
	0.16
	
	0.03
	
	
	
	DAGF04
	0.20
	0.28
	
	0.09
	
	

	DAFJ05
	0.24
	0.20
	
	-0.04
	
	
	
	DAGF05
	0.22
	0.21
	
	-0.01
	
	

	DAFJ06
	0.12
	0.12
	
	0.01
	
	
	
	DAGF06
	0.13
	0.08
	
	-0.05
	
	

	DAFJ07
	0.12
	0.19
	
	0.06
	
	
	
	DAGF07
	0.24
	0.14
	
	-0.10
	
	

	DAFJ08
	0.10
	0.08
	
	-0.02
	
	
	
	DAGF08
	0.17
	0.22
	
	0.05
	
	

	DAFJ09
	0.10
	0.10
	
	0.00
	
	
	
	DAGF09
	0.22
	0.23
	
	0.01
	
	

	DAFJ10
	0.15
	0.15
	
	0.00
	
	
	
	DAGF10
	0.16
	0.15
	
	-0.01
	
	

	DAFJ11
	0.09
	0.05
	
	-0.03
	
	
	
	DAGF11
	0.22
	0.24
	
	0.02
	
	

	DAFJ12
	0.15
	0.08
	
	-0.08
	
	
	
	DAGF12
	0.20
	0.59
	
	0.38
	
	

	DAFJ13
	0.14
	0.09
	
	-0.05
	
	
	
	DAGF13
	0.15
	0.42
	
	0.27
	
	

	DAFJ14
	0.07
	0.10
	
	0.03
	
	
	
	DAGF14
	0.15
	0.16
	
	0.01
	
	

	DAFJ15
	0.23
	0.08
	
	-0.16
	
	
	
	DAGF15
	0.14
	0.11
	
	-0.03
	
	

	DAFJ16
	0.20
	0.10
	
	-0.10
	
	
	
	DAGF16
	0.17
	0.13
	
	-0.03
	
	

	DAFJ17
	0.17
	0.19
	
	0.02
	
	
	
	DAGF17
	0.16
	0.19
	
	0.03
	
	

	DAFJ18
	0.12
	0.10
	
	-0.02
	
	
	
	DAGF18
	0.14
	0.09
	
	-0.05
	
	

	DAFJ19
	0.09
	0.09
	
	-0.01
	
	
	
	DAGF19
	0.13
	0.22
	
	0.09
	
	

	DAFJ20
	0.09
	0.07
	
	-0.02
	
	
	
	DAGF20
	0.20
	0.28
	
	0.08
	
	

	DAFJ21
	0.17
	0.08
	
	-0.10
	
	
	
	DAGF21
	0.21
	0.38
	
	0.17
	
	

	DAFJ22
	0.10
	0.12
	
	0.02
	
	
	
	DAGF22
	0.13
	0.29
	
	0.15
	
	

	DAFJ23
	0.11
	0.16
	
	0.06
	
	
	
	DAGF23
	0.14
	0.19
	
	0.04
	
	

	DAFJ24
	0.11
	0.12
	
	0.01
	
	
	
	DAGF24
	0.22
	0.25
	
	0.03
	
	

	DAFJ25
	0.09
	0.08
	
	-0.01
	
	
	
	DAGF25
	0.13
	0.16
	
	0.02
	
	

	DAFJ26
	0.12
	0.09
	
	-0.03
	
	
	
	DAGF26
	0.12
	0.14
	
	0.02
	
	

	DAFJ27
	0.19
	0.14
	
	-0.06
	
	
	
	DAGF27
	0.15
	0.16
	
	0.01
	
	

	DAFJ28
	0.12
	0.11
	
	-0.01
	
	
	
	DAGF28
	0.12
	0.17
	
	0.05
	
	

	DAFJ29
	0.18
	0.15
	
	-0.03
	
	
	
	DAGF29
	0.21
	0.19
	
	-0.02
	
	

	DAFJ30
	0.10
	0.09
	
	-0.01
	
	
	
	DAGF30
	0.14
	0.14
	
	0.00
	
	

	DAFJ31
	0.08
	0.09
	
	0.00
	
	
	
	DAGF31
	0.28
	0.32
	
	0.04
	
	

	DAFJ32
	0.15
	0.13
	
	-0.03
	
	
	
	DAGF32
	0.23
	0.16
	
	-0.07
	
	

	DAFJ33
	0.16
	0.09
	
	-0.07
	
	
	
	DAGF33
	0.17
	0.11
	
	-0.06
	
	

	DAFJ34
	0.15
	0.13
	
	-0.01
	
	
	
	DAGF34
	0.17
	0.13
	
	-0.04
	
	

	DAFJ35
	0.16
	0.10
	
	-0.07
	
	
	
	DAGF35
	0.21
	0.15
	
	-0.05
	
	

	DAFJ36
	0.10
	0.10
	
	-0.01
	
	
	
	DAGF36
	0.15
	0.22
	
	0.07
	
	

	DAFJ37
	0.11
	0.10
	
	-0.01
	
	
	
	DAGF37
	0.14
	0.11
	
	-0.03
	
	

	DAFJ38
	0.11
	0.05
	
	-0.07
	
	
	
	DAGF38
	0.14
	0.15
	
	0.01
	
	

	DAFJ39
	0.15
	0.09
	
	-0.06
	
	
	
	DAGF39
	0.15
	0.29
	
	0.14
	
	

	
	
	
	
	
	
	
	
	DAGF40
	0.22
	0.32
	
	0.09
	
	

	
	
	
	
	
	
	
	
	DAGF41
	0.18
	0.17
	
	-0.01
	
	

	Number of replications: 100
	
	
	
	
	DAGF42
	0.17
	0.20
	
	0.04
	
	

	Total number of tables: 7
	
	
	
	
	DAGF43
	0.31
	0.20
	
	-0.12
	
	

	Total number of cells: 415
	
	
	
	
	DAGF44
	0.19
	0.29
	
	0.10
	
	

	SR - Synthetic reconstruction
	
	
	
	
	DAGF45
	0.28
	0.43
	
	0.15
	
	

	CO - Combinatorial optimisation
	
	
	
	
	DAGF57
	0.12
	0.17
	
	0.05
	
	

	
	
	
	
	
	DAGF58
	0.07
	0.98
	
	0.91
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	Table 6  Comparing the fit of estimated population for ED DAFJ01 to SAS table 34

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	(a) Cellular test
	
	
	
	
	
	Synthetic reconstruction
	
	Combinatorial optimisation

	
	
	    SAS
	Mean
	
	 Top & bottom
	  % of
	Mean
	
	 Top & bottom
	    % of

	
	
	 Table 34
	synthetic
	
	of 95% interval
	|Z|>1.96
	synthetic
	
	of 95% interval
	  |Z|>1.96

	Male, single, widowed, divorced
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Employees-full time
	17
	
	18.8
	
	23
	
	14
	
	0
	
	
	18.0
	
	19
	
	17
	
	0
	
	

	
	Employees-part time
	4
	
	4.2
	
	8
	
	2
	
	3
	
	
	4.0
	
	4
	
	4
	
	0
	
	

	
	Self emp.-with employees
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Self emp.-without employees
	4
	
	4.5
	
	7
	
	3
	
	2
	
	
	4.0
	
	5
	
	4
	
	0
	
	

	
	On a government scheme
	1
	
	0.0
	
	0
	
	0
	
	0
	
	
	1.0
	
	1
	
	1
	
	0
	
	

	
	Unemployed
	1
	
	1.0
	
	3
	
	0
	
	5
	
	
	1.1
	
	2
	
	1
	
	0
	
	

	
	Students
	8
	
	8.3
	
	12
	
	5
	
	0
	
	
	8.0
	
	8
	
	7
	
	0
	
	

	
	Permanently sick
	1
	
	1.1
	
	3
	
	0
	
	8
	
	
	1.0
	
	1
	
	1
	
	0
	
	

	
	Retired
	12
	
	12.9
	
	15
	
	11
	
	0
	
	
	12.0
	
	13
	
	11
	
	0
	
	

	
	Other inactive
	1
	
	0.9
	
	2
	
	0
	
	1
	
	
	1.0
	
	1
	
	1
	
	0
	
	

	Male, married
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Employees-full time
	63
	
	63.4
	
	68
	
	60
	
	0
	
	
	62.3
	
	64
	
	61
	
	0
	
	

	
	Employees-part time
	10
	
	10.1
	
	14
	
	8
	
	0
	
	
	9.8
	
	10
	
	9
	
	0
	
	

	
	Self emp.-with employees
	11
	
	10.9
	
	15
	
	7
	
	0
	
	
	9.7
	
	10
	
	9
	
	0
	
	

	
	Self emp.-without employees
	6
	
	6.1
	
	9
	
	3
	
	0
	
	
	6.2
	
	7
	
	6
	
	0
	
	

	
	On a government scheme
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Unemployed
	1
	
	1.0
	
	3
	
	0
	
	7
	
	
	1.7
	
	2
	
	1
	
	0
	
	

	
	Students
	1
	
	0.7
	
	2
	
	0
	
	1
	
	
	1.0
	
	1
	
	1
	
	0
	
	

	
	Permanently sick
	6
	
	5.5
	
	8
	
	3
	
	0
	
	
	6.0
	
	7
	
	5
	
	0
	
	

	
	Retired
	41
	
	41.0
	
	44
	
	38
	
	0
	
	
	41.1
	
	42
	
	40
	
	0
	
	

	
	Other inactive
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	Female, single, widowed, divorced
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Employees-full time
	21
	
	21.5
	
	26
	
	18
	
	0
	
	
	20.6
	
	21
	
	20
	
	0
	
	

	
	Employees-part time
	10
	
	10.6
	
	15
	
	6
	
	0
	
	
	9.8
	
	11
	
	9
	
	0
	
	

	
	Self emp.-with employees
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Self emp.-without employees
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	On a government scheme
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Unemployed
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Students
	10
	
	10.5
	
	13
	
	8
	
	0
	
	
	10.7
	
	11
	
	10
	
	0
	
	

	
	Permanently sick
	1
	
	1.1
	
	3
	
	0
	
	4
	
	
	1.0
	
	1
	
	1
	
	0
	
	

	
	Retired
	17
	
	18.1
	
	21
	
	16
	
	0
	
	
	17.7
	
	18
	
	17
	
	0
	
	

	
	Other inactive
	9
	
	9.5
	
	13
	
	6
	
	2
	
	
	9.3
	
	10
	
	9
	
	0
	
	

	Female, married
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Employees-full time
	23
	
	22.3
	
	26
	
	19
	
	0
	
	
	22.9
	
	24
	
	22
	
	0
	
	

	
	Employees-part time
	39
	
	38.3
	
	43
	
	33
	
	0
	
	
	38.5
	
	39
	
	37
	
	0
	
	

	
	Self emp.-with employees
	2
	
	2.0
	
	4
	
	0
	
	0
	
	
	1.4
	
	2
	
	1
	
	0
	
	

	
	Self emp.-without employees
	7
	
	7.0
	
	10
	
	4
	
	0
	
	
	6.2
	
	7
	
	6
	
	0
	
	

	
	On a government scheme
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Unemployed
	2
	
	1.7
	
	4
	
	1
	
	0
	
	
	1.0
	
	1
	
	1
	
	0
	
	

	
	Students
	0
	
	0.0
	
	0
	
	0
	
	0
	
	
	0.0
	
	0
	
	0
	
	0
	
	

	
	Permanently sick
	3
	
	3.0
	
	6
	
	1
	
	0
	
	
	3.0
	
	4
	
	3
	
	0
	
	

	
	Retired
	32
	
	31.2
	
	34
	
	28
	
	0
	
	
	31.5
	
	33
	
	30
	
	0
	
	

	
	Other inactive
	34
	
	32.9
	
	38
	
	29
	
	0
	
	
	33.7
	
	35
	
	33
	
	0
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	(b) Tabular test
	
	
	                  Synthetic reconstruction
	Combinatorial optimisation

	
	SSZ of mean
	
	
	
	
	1.8
	
	
	
	
	
	
	
	
	1.6
	
	
	
	
	
	

	
	Mean TAE
	
	
	
	
	37.2
	
	
	
	
	
	
	
	
	11.9
	
	
	
	
	
	

	
	Mean SSZ
	
	
	
	
	12.8
	
	
	
	
	
	
	
	
	2.4
	
	
	
	
	
	

	
	% of SSZ > Critical value*
	
	
	
	0
	
	
	
	
	
	
	
	
	0
	
	
	
	
	
	

	
	Mean NFC
	
	
	
	
	0.3
	
	
	
	
	
	
	
	
	0
	
	
	
	
	
	

	
	Mean PFC
	
	
	
	
	0
	
	
	
	
	
	
	
	
	0
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	* 5% chi-square critical value = 55.8;  Number of replications = 100,  
	
	
	
	
	
	
	
	
	
	
	
	


	Table 7  Performance of synthetic reconstruction and combinatorial optimisation at ward level

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	(a) Overall fit
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	Cookridge ward
	
	
	
	
	
	University ward
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	Overall
	Overall
	
	Number
	Number
	RSSZ
	
	Overall
	Overall
	
	Number
	Number
	RSSZ
	

	
	
	
	
	
	TAE
	RSSZ
	
	of NFT
	of NFC
	of mean
	
	TAE
	RSSZ
	
	of NFT
	of NFC
	of mean
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Synthetic reconstruction
	
	2307
	2.98
	
	0.17
	15.6
	0.44
	
	2701
	3.64
	
	0.8
	19.3
	0.31
	

	
	Combinatorial optimisation
	
	1084
	0.84
	
	0
	2.3
	0.64
	
	1498
	1.28
	
	0
	1.9
	1.05
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	(b) Tabular fit
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	Cookridge ward
	
	
	
	
	
	University ward
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Table
	Number
	Critical
	
	TAE
	SSZ and % of SSZ
	Number
	SSZ
	
	TAE
	SSZ and % of SSZ
	Number
	SSZ
	

	
	
	of cells
	value
	
	
	> critical value
	of NFC
	of mean
	
	
	> critical value
	of NFC
	of mean
	

	
	Synthetic reconstruction
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	39
	28
	41.3
	
	6
	0
	
	0
	0
	0
	
	6
	0.1
	
	0
	0.0
	0.1
	

	
	35
	68
	88.3
	
	687
	67.5
	
	14
	4.3
	3.3
	
	836
	108.4
	
	74
	7.7
	3.8
	

	
	34
	40
	55.8
	
	401
	29.6
	
	3
	1.1
	2.8
	
	399
	28.1
	
	2
	0.9
	1.8
	

	
	8
	180
	212.3
	
	768
	141.1
	
	0
	8.4
	40.2
	
	835
	161.7
	
	4
	8.9
	40.6
	

	
	42
	7
	14.1
	
	85
	3.0
	
	0
	0.1
	0.2
	
	112
	4.3
	
	0
	0.1
	0.1
	

	
	49
	16
	26.3
	
	99
	12.7
	
	0
	0.5
	3.7
	
	164
	11.7
	
	0
	0.3
	0.8
	

	
	86
	76
	97.4
	
	262
	31.8
	
	0
	1.2
	1.4
	
	348
	38.1
	
	0
	1.4
	0.9
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	Combinatorial optimisation
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	39
	28
	41.3
	
	50
	0.6
	
	0
	0
	0.4
	
	68
	1.0
	
	0
	0
	0.6
	

	
	35
	68
	88.3
	
	240
	7.8
	
	0
	0
	5.5
	
	273
	12.3
	
	0
	0.0
	8.9
	

	
	34
	40
	55.8
	
	197
	4.8
	
	0
	0
	5.3
	
	260
	12.9
	
	0
	0.2
	14
	

	
	8
	180
	212.3
	
	393
	60.3
	
	0
	1.7
	39.1
	
	505
	86.4
	
	0
	1.6
	60.2
	

	
	42
	7
	14.1
	
	40
	0.9
	
	0
	0
	0.7
	
	100
	3.2
	
	0
	0
	2.9
	

	
	49
	16
	26.3
	
	28
	2.8
	
	0
	0
	2.1
	
	75
	2.3
	
	0
	0
	1.8
	

	
	86
	76
	97.4
	
	138
	18.9
	
	0
	0.7
	14.9
	
	218
	15.7
	
	0
	0.1
	12.1
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Critical values are table-specific 5% critical values (degrees of freedom = number of cells)
	
	
	
	
	
	
	
	
	

	Test statistics are averages over 100 replications.  Number of cells in all tables = 415
	
	
	
	
	
	
	
	
	


Table 8 Fit of synthetic microdata to partially and fully constrained cross-tabulations

	
	
	Artificial EDs 

	
	
	(Samples of SAR households stratified by ONS ward type, region and tenure)

	
	
	Rural
	‘Middling England’
	Deprived industrial
	Deprived urban

	
	
	(South West)
	(East Midlands)
	(North)
	(Outer London)

	
	
	Any
	Any
	Any
	Council Flats

	Cross-tabulations 1
	% of ‘non-fitting’ tables (over 200 replications)

	
	
	
	
	

	‘Partially unconstrained’ tables

	
	
	
	
	

	Socio-economic Group / Household composition
	  0
	   0
	  0
	    0

	Socio-economic group / No. of rooms
	     0.5
	   0
	  0
	    0

	Household composition / Dependants
	  0
	   0
	  0
	    0

	Dependants / Tenure
	  0
	   0
	  0
	    0

	Sex / Marital Status / Tenure
	  16.0
	      1.5
	     1.5
	    0

	Long-term illness / Sex
	  0
	      1.5
	  0
	    0

	
	
	
	
	

	‘Unconstrained’ tables

	
	
	
	
	

	Qualifications / Age / Sex
	  14
	48
	  20
	    1

	Migration / Age
	  27
	77
	  60
	  76

	Car availability / Adults
	  87
	52
	  96
	  31

	Ethnic group / Country of birth
	  99
	67
	100
	100

	Life-stage / Couple household
	  24
	55
	  22
	  88

	Household space type
	100
	64
	100
	100


1 Italicised variables not present in tables used as constraints during synthetic microdata estimation

Household head

Steps

1. Age, sex and marital status (M) of household head 

(From SAS Table 39)a
2. Cumulative probability of employment status, given age, sex and marital status

(From SAS Table 34)

3. Random number (computer generated)
4. Employment status assigned on basis of random sampling

5. Next household head (repeat until all household heads assigned an employment status)
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Age: 18
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Last

Age: 87

Sex: Female

M:   Unmarried b
Employed:     0.0

Unemployed: 0.0

Inactive:
        1.0

0.481

Inactive
a Coarse age bands disaggregated into single year of age using other local information
b Includes single, widowed and divorced
After Clarke G (1996) ‘Microsimulation: an introduction’ in G P Clarke [ed.] Microsimulation for urban and regional policy analysis, Pion, London, Figure 1.
Figure 1  A simplified synthetic reconstruction procedure

Step 1: Obtain sample survey microdata and small area constraints
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Figure 9  Performance of using alternative selecting criteria: TAE vs. RSSZm
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Figure 11 

Performance comparison: synthetic reconstruction vs.
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Survey microdata 


Known small area constraints [Published small area census tabulations]


Household

Characteristics

                                    size     adults    children

     (a)

   2           2            0

     (b)

   2           1            1

     (c)

   4           2            2

     (d)

   1           1            0

     (e)

   3           2            1



1. Household size

 (persons per household)

	Household size
	Frequency

	1
	1

	2
	0

	3
	0

	4
	1

	5+
	0

	Total
	2





2. Age of occupants

	Type of person
	Frequency

	adult
	3

	child
	2


Step 2: Randomly select two households from survey sample [ (a) & (e) ] to act as an initial small-area microdata 

             estimate

Step 3: Tabulate selected households and calculate (absolute) difference from known small-area constraints

	Household size
	Estimated

Frequency

(i)
	Observed Frequency

(ii)
	Absolute

difference

| (i)-(ii) |

	1
	0
	1
	1

	2
	1
	0
	1

	3
	1
	0
	1

	4
	0
	1
	1

	5+
	0
	0
	0

	
	
	Sub-total:
	4


	Age
	Estimated

Frequency

(i)
	Observed

Frequency

(ii)
	Absolute difference

| (i)-(ii) |

	adult
	4
	3
	1

	child
	1
	2
	1

	
	
	Sub-total:
	2



Total absolute difference
 = 4 + 2 = 6
Step 4: Randomly select one of selected households  (a or e).  Replace with another household selected at random from the survey sample, provided this leads to a reduced total absolute difference

Households selected: (d) & (e) [Household (a) replaced]

Tabulate selection and calculate (absolute) difference from known constraints

	Household size
	Estimated

Frequency

(i)
	Observed Frequency

(ii)
	Absolute

difference

| (i)-(ii) |

	1
	1
	1
	0

	2
	0
	0
	0

	3
	1
	0
	1

	4
	0
	1
	1

	5+
	0
	0
	0

	
	
	Sub-total:
	2


	Age
	Estimated

Frequency

(i)
	Observed

Frequency

(ii)
	Absolute difference

| (i)-(ii) |

	adult
	3
	3
	0

	child
	1
	2
	1

	
	
	Sub-total:
	1



Total absolute difference
= 2 + 1 = 3
Step 5: Repeat step 4 until no further reduction in total absolute difference is possible:

Result: Final selected households: (c) & (d)

	Household size
	Estimated

Frequency

(i)
	Observed Frequency

(ii)
	Absolute

difference

| (i)-(ii) |

	1
	1
	1
	0

	2
	0
	0
	0

	3
	0
	0
	0

	4
	1
	1
	0

	5+
	0
	0
	0

	
	
	Sub-total:
	0


	Age
	Estimated

Frequency

(i)
	Observed

Frequency

(ii)
	Absolute difference

| (i)-(ii) |

	adult
	3
	3
	0

	child
	2
	2
	0

	
	
	Sub-total:
	0



Total absolute difference
= 0 + 0  = 0
Figure 2  A simplified combinatorial optimisation process

Figure 3 Percentage of variance accounted for by number of components/variables

Source: Voas D and Williamson P (2001a) ‘The diversity of diversity: a critique of geodemographic classification’, Area, 33(1), p67[image: image8.wmf]% 'Yuppies'
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   Figure 4  Performance of alternative selection criteria: TAE vs. RSSZm

Figure 5  Performance comparison: synthetic reconstruction vs. combinatorial optimisation


Figure 6  The estimated distribution of ‘Yuppies’ in York
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Figure 7 Screen-shots of user-friendly data extraction software
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